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Abstract

Quadtree is a hierarchical data structure that is well-suited for $h$-adaptive mesh refinement. Due to the presence of hanging nodes, classical shape functions are non-conforming on quadtree meshes. In this paper, we use natural neighbor basis functions to construct conforming interpolants on quadtree meshes. To this end, the recently proposed construction of polygonal basis functions is adapted to quadtree elements. A fast technique for calculating stiffness matrix on quadtree meshes is introduced. Residual-based error estimators and material force technique are used to estimate the error on quadtree meshes. The performance of the adaptive technique is demonstrated through the solution of linear and nonlinear boundary-value problems.
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1 Introduction

In this paper we use quadtree meshes for $h$-adaptive mesh refinement. The quadtree data structure provides a fast and efficient method for $h$-adaptivity based on the concept of geometric subdivision of elements. In a quadtree mesh, if the error in an element exceeds a prescribed tolerance, the element is recursively subdivided into four equal elements. As shown in Fig. 1, the subdivision of an element leads to the generation of hanging nodes (nodes $a$, $b$, $c$, and $d$ in Figs. 1b and 1c) over the element edges if the new elements and their adjacent elements are not of the same size. Due to the presence of these hanging nodes, incompatibilities arise in classical finite element approximations. Special techniques have been used to construct conforming approximations over
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Fig. 1. Generation of hanging nodes in a quadtree mesh. Hanging nodes \(a\), \(b\), \(c\), and \(d\) are generated after the first and second stages of refinement.

Quadtree meshes: constraining hanging nodes to corner nodes [1], adding temporary elements to construct a compatible mesh [2, 3], Lagrange multipliers and penalty or Nitsche’s method to impose constraints [4, 5], using hierarchical enrichment [6, 7] or B-splines [8], and natural neighbor basis functions [9, 10]. In this paper the method developed in Reference [9] is employed to resolve the problem associated with the presence of hanging nodes. This technique is based on the polygonal finite element method introduced in References [11,12].

Error estimation is central to any mesh adaptive technique. In this paper, residual-based error estimators and material forces are used to measure the numerical error. Residual-based error estimators measure the error by evaluating the local residual of the differential equation on the element domain and evaluating the flux jump across the element boundaries [13]. Material forces are associated with the Eshelby stress tensor [14–17], and have been recently used as an error indicator in finite element analysis [18, 19].

The outline of this paper is as follows. For the purpose of completeness and to show the link between polygonal and quadtree approximations, first the construction of conforming basis functions on polygonal meshes is presented in Section 2. Then, in Section 3 polygonal meshes are used to obtain \(C^0\) conformity on quadtree meshes. The error estimators used in this paper are described in Section 4. The nonlinear elasticity model is presented in Section 5, and the performance of the proposed adaptive method is demonstrated through the solution of linear and nonlinear boundary value problems in Section 6. Finally, we close with some concluding remarks in Section 7.

2 Polygonal finite elements

The construction of admissible basis function over irregular convex polygonal finite elements was first proposed by Wachspress [20], and it has experienced
a revival in the past few years [11, 21-27]. Natural neighbor-based (Laplace) basis functions have been recently used to construct conforming interpolants on polygonal meshes [11]. This technique is described below and is used in Section 3 to construct $C^0$ admissible interpolants on quadtree meshes.

The natural neighbor interpolations are based on the concept of Voronoi cells and its dual Delaunay triangulation. Consider a set of nodes that are used to discretize a domain $\Omega_0 \subset \mathbb{R}^2$. In Fig. 2a, the Voronoi cells and the Delaunay triangles are shown. The Voronoi cell of a node consists of all points that are closer to that node than to any other node. The Delaunay triangulation is a triangulation (subdivision of an area into triangles) of the convex hull such that the circumcircle of every triangle is an empty circle [28]. Delaunay triangulation can be constructed by connecting the nodes that have a common Voronoi cell edge. In Fig. 2b, a point $p$ is inserted inside the convex hull. If point $p$ lies inside the circumcircle of a Delaunay triangle, all the vertices of the Delaunay triangle are the natural neighbors of the point. In Fig. 2b, nodes 1, 2, 5 and 6 are natural neighbors of point $p$. By considering point $p$ as a new node of the domain, its Voronoi cell can be constructed in the same way the Voronoi cell of the other nodes are constructed. In Fig. 2c, the Voronoi cells of the domain nodes and point $p$ are presented. Using Fig. 2c, the Laplace interpolant at point $p$ is defined as

$$\phi_a(\xi) = \frac{\alpha_a(\xi)}{\sum_{b=1}^{n} \alpha_b(\xi)}, \quad \alpha_a(\xi) = \frac{s_a(\xi)}{h_a(\xi)}, \quad \xi \in \Omega_0,$$

where $\alpha_a(\xi)$ is the Laplace weight function, $s_a(\xi)$ is the length of the common edge between Voronoi cell of point $p$ and node $a$, and $h_a(\xi)$ is the Euclidean distance between point $p$ and node $a$. Laplace basis functions are non-negative, interpolate, and are linearly complete:

$$0 \leq \phi_a(\xi) \leq 1, \quad \phi_a(\xi_a) = \delta_{ab}, \quad \sum_{a=1}^{n} \phi_a(\xi) = 1, \quad \mathbf{x} \equiv \mathbf{x}(\xi) = \sum_{a=1}^{n} \phi_a(\xi) \mathbf{x}_a,$$

where $\delta_{ab}$ is the Kronecker-delta.

The Laplace interpolant is piece-wise linear on the boundary of the domain and it also satisfies the Kronecker-delta property. Hence essential boundary conditions can be directly imposed in a Galerkin method. As in the classical finite element method, the shape functions are first defined on the reference elements and then through an isoparametric mapping, the shape functions over physical elements are constructed. The polygonal reference elements are regular $n$-gons (Fig. 3). In a regular $n$-gons all the vertex nodes lie on the same circumcircle, and hence all the nodes of the element are natural neighbors of any interior point of the reference element. Closed-form expressions for Laplace shape functions on reference elements are presented in Reference [12].
In Fig. 4, the Voronoi cells of point $p$ inside a regular pentagonal and hexagonal element are shown. By using an isoparametric mapping from the reference element to the physical element, the shape functions and their derivative over the physical element can be found. The mapping from a hexagonal reference element to a six-noded polygonal element is illustrated in Fig. 5. Since the mapping is isoparametric, the Laplace interpolant remains linear on the edges of the physical element. The linearity of the Laplace interpolant on the boundaries of the physical element leads to conformity of the basis functions on a polygonal mesh. Laplace shape functions reduce to barycentric coordinates on triangular elements and to classical bilinear shape functions over quadrilateral elements [30]. Numerical integration on elements with more than four nodes is
Fig. 3. Reference elements. (a) Pentagon; (b) Hexagon; (c) Heptagon; and (d) Octagon.

not yet well-developed. In Fig. 6, the numerical integration scheme on \( n \)-gons \((n > 4)\) used in this paper is illustrated. For the purpose of numerical integration the reference polygonal element is sub-divided into subtriangles. The triangular reference element is used as the reference integration element. Two mappings are needed to find the Gauss point location in the physical element. First, the Gauss point position in the polygonal reference element is found by using an affine map from the reference triangular element to the corresponding subtriangle in the reference polygonal element. After finding the Gauss point location in the polygonal reference element, the isoparametric mapping given in Eq. (2) is used to find the Gauss point position in the physical element. The numerical integration procedure can be expressed as [11]:

\[
\int_{\Omega_e} f \, d\Omega = \int_{\Omega_0} f |\mathbf{J}_2| \, d\Omega = \sum_{j=1}^{n} \int_{\Omega_0 \Delta_j} f |\mathbf{J}_2| \, d\Omega = \sum_{j=1}^{n} \int_0^{1-\xi} \int_{\mathcal{E}_j} f |\mathbf{J}_1|^2 |\mathbf{J}_2| \, d\xi \, d\eta. \quad (3)
\]
Fig. 4. Voronoi cell of point $p$ inside (a) a pentagonal reference element; and (b) a hexagonal reference element.

Fig. 5. Isoparametric mapping from a hexagonal reference element to a six-noded physical element.

2.1 Polygonal mesh generation

Polygonal meshes can be generated by tessellating the domain into Voronoi cells. For this purpose, first a set of initial random points called generators are inserted within the domain. By constructing the Voronoi diagram of the random generators, the polygonal mesh is obtained. Meshes with better quality can be obtained by using centroidal Voronoi diagram. In a centroidal Voronoi diagram, the Voronoi cell generators are also the centroid of the Voronoi cell.
Fig. 6. Numerical integration scheme based on the partition of the reference element.

The centroid of a Voronoi cell is defined as

\[
C_i = \frac{\int_{A_i} x \rho(x) dV}{\int_{A_i} \rho(x) dV},
\]

where \(A_i\) is the area of Voronoi cell, \(x\) is the position and \(\rho(x)\) is a density function. If \(\rho(x)\) is a constant, then the centroid coincides with the mass center. Centroidal Voronoi cells can be produced by employing Lloyd’s algorithm [31, 32]. This algorithm is defined as:

1. Select an initial set of generator points \(x_i\);
2. Construct the Voronoi diagram of \(x_i\);
3. Find the centroid \(C_i\) of each Voronoi cell using Eq. (4);
4. If \(C_i\) converges to \(x_i\) stop; otherwise use \(C_i\) as the new set of \(x_i\); go to step 2.

The uniform polygonal meshes of Fig. 7 are constructed by choosing a constant density function. A public-domain package [33] is used to construct the centroidal Voronoi generators. The meshes in the left column of Fig. 7 are obtained from the initial set of random generators. The uniform final meshes of Fig. 7 are obtained by utilizing Lloyd’s algorithm on the initial meshes. The second type of meshes displayed in Fig. 8 are constructed by using non-constant density functions. The acceptance-rejection method [34] is used to select samples from the nonuniform density function. The initial and centroidal meshes are shown in Fig. 8. As expected, the meshes are refined in the areas with a higher probability of having a generator point. This feature can be used for mesh refinement on polygonal meshes.
Table 1
Relative error in the $L^2$ norm for the displacement patch test on uniform polygonal meshes.

<table>
<thead>
<tr>
<th>Number of nodes</th>
<th>Initial mesh</th>
<th>Centroidal mesh</th>
</tr>
</thead>
<tbody>
<tr>
<td>22</td>
<td>$4.62 \times 10^{-8}$</td>
<td>$5.06 \times 10^{-9}$</td>
</tr>
<tr>
<td>42</td>
<td>$4.68 \times 10^{-9}$</td>
<td>$3.56 \times 10^{-10}$</td>
</tr>
<tr>
<td>102</td>
<td>$3.49 \times 10^{-9}$</td>
<td>$2.46 \times 10^{-10}$</td>
</tr>
<tr>
<td>202</td>
<td>$2.03 \times 10^{-9}$</td>
<td>$1.73 \times 10^{-10}$</td>
</tr>
<tr>
<td>1000</td>
<td>$1.03 \times 10^{-9}$</td>
<td>$1.12 \times 10^{-10}$</td>
</tr>
</tbody>
</table>

Table 2
Relative error in the $L^2$ norm for the displacement patch test on nonuniform polygonal meshes.

<table>
<thead>
<tr>
<th>$\rho(x)$</th>
<th>Relative error in the $L^2$ norm</th>
</tr>
</thead>
<tbody>
<tr>
<td>$e^{2x_1+2x_2}$</td>
<td>$8.54 \times 10^{-9}$</td>
</tr>
<tr>
<td>$e^{-20(x_1-\frac{1}{2})^2-20(x_2-\frac{1}{2})^2}$</td>
<td>$1.92 \times 10^{-8}$</td>
</tr>
</tbody>
</table>

The performance of polygonal finite elements in nonlinear elasticity is verified by conducting a patch test on the meshes displayed in Figs. 7 and 8. The material is Neo-Hookean and the patch test is performed by applying the following essential boundary condition on the boundary of the domain:

$$u_1 = u_2 = x_1 + x_2.$$

For the purpose of error estimation and the convergence study, the $L^2$ norm of the displacement error is used:

$$||u - u^h||_{L^2} = \left( \int_{\Omega} \left[ (u - u^h) \cdot (u - u^h) \right] d\Omega \right)^{\frac{1}{2}},$$

(5)

where $u$ and $u^h$ are the exact and numerical solutions, respectively. The $L^2$ norm of the displacement error of the uniform meshes are presented in Table 1. Relative errors of $O(10^{-8})$ and $O(10^{-9})$ in the $L^2$ norm are obtained for the initial and centroidal meshes, respectively. The result of the patch test on nonuniform meshes are presented in Table 2. We observe that the $L^2$ norm of the error in the displacement of centroidal Voronoi meshes is one order less than the error on the initial meshes.
Fig. 7. Patch test on uniform polygonal meshes. Left: Initial meshes; right: centroidal meshes. Top: 20 generators (42 nodes); Middle: 100 generators (202 nodes); and bottom: 500 generators (1000 nodes)
3 Conforming interpolants on quadtree meshes

Quadtree is a hierarchical data structure based on the principle of recursive spatial decomposition of cells into four smaller equal size cells. The tree-based structure of quadtree renders it to be a fast and efficient method for data storage and retrieval. In Fig. 9, a quadtree mesh and its representative tree are presented. After each decomposition hanging nodes are generated if the new elements and their neighbors are at different levels of refinement. Consider edge 1–2 with hanging node \(a\) on it. The classical shape function of nodes \(a\), 1 and 2 are quadratic over the edge 1-2 of element \(A\), whereas the classical shape function of these nodes are linear on the edges 1-\(a\) and \(a\)-2 of elements \(B\) and \(C\). Since shape functions of the nodes lying on an edge containing hanging nodes do not match on both sides of the edge, the classical shape functions
are not conforming over the quadtree meshes upon generation of a hanging node. To obtain conformity along the interelement boundary, the interpolant in element \( A \) should be linear along the interface 1-2 to match those of elements \( B \) and \( C \). To obtain a linear interpolant on edge 1-2 of element \( A \), this element is considered as a pentagonal element. Using the technique explained in Section 2, first the Laplace interpolant is constructed on the pentagonal reference element and then by using an isoparametric mapping (Fig. 10), the shape functions on element \( A \) are obtained. Since Laplace approximant is linear on element edges, the shape functions of nodes \( a \), 1, and 2 are conforming on edge 1-2. This procedure can be performed to construct conforming shape functions for quadtree elements with any number of hanging nodes by using the corresponding polygonal reference element. On using this approach there is no need to restrict the number of hanging nodes to one on each edge (2:1 rule) as is needed in some of the other techniques [2,3,6–8,10].
The mapping illustrated in Fig. 10 from a convex polygon to a square with multi-nodes renders the determinant of the Jacobian to be zero at the hanging nodes. Therefore, the inverse of the Jacobian blows-up at the hanging nodes, which leads to singular shape function derivatives at these points. In Fig. 11, the shape function derivative of the hanging node \( a \) in the \( y \)-direction is presented. In Fig. 11b, the \( y \)-derivative of the shape function of node \( a \) on element \( I \) is shown, whereas in Fig. 11c the \( y \)-derivative along line \( a-b \) is displayed. These figures demonstrate that the shape function derivatives are singular at the hanging nodes. We point out that basis functions with singular derivatives at nodes also arises when singular weight functions are used to construct interpolating meshfree basis functions [35]. Although the derivatives in a quadtree element are singular at hanging nodes, numerical tests in Section 3.1 reveal that the patch test is passed to \( \mathcal{O}(10^{-13}) \) on even refined grids. This indicates that the shape function derivatives are square integrable in the domain. If mean value coordinates [22] are used in quadtree elements with multiple hanging nodes, then piecewise linear interpolation on the boundary is realized and the shape function derivatives are bounded for all points within the element [27, 36]. In the present study, numerical integration on quadtree meshes is performed by subdividing the polygonal reference element into triangles, as is done for polygonal elements (Eq. (3)). This process is illustrated in Fig. 12 for a quadtree element with two hanging nodes.

### 3.1 Fast assembly of stiffness matrix of quadtree meshes for Poisson equation and elasticity

Consider the quadrilateral elements shown in Fig. 13. Quadrilateral element \( B \) is obtained by subdividing the element \( A \) into four equal elements. The shape function of node 1 of element \( A \) and \( B \) in the global coordinate system are:

\[
N^A_1(x) = (1 - x_1)(1 - x_2) \quad N^B_1(x) = 4(\frac{1}{2} - x_1)(\frac{1}{2} - x_2), \quad (6)
\]

respectively. On considering the bi-unit reference square, \( \xi = [-1, 1]^2 \), the global coordinates in element \( A \) and \( B \) can be expressed in terms of \( \xi = (\xi_1, \xi_2) \) as (isoparametric mapping):

\[
x^A_1 = \frac{\xi_1 + 1}{2}, \quad x^A_2 = \frac{\xi_2 + 1}{2}, \quad (7a)
\]

\[
x^B_1 = \frac{\xi_1 + 1}{4}, \quad x^B_2 = \frac{\xi_2 + 1}{4}. \quad (7b)
\]

On using Eqs. (6) and (7), shape function derivatives in the local coordinate system are obtained as

\[
N^B_{1,x_1}(\xi) = 2N^A_{1,x_1}(\xi) = (\xi_2 - 1), \quad (8a)
\]

\[
N^B_{1,x_2}(\xi) = 2N^A_{1,x_2}(\xi) = (\xi_1 - 1). \quad (8b)
\]
It can be shown that Eq. (8) is valid for other corresponding nodes of elements $A$ and $B$. Therefore, we arrive at the result:

$$\nabla N_a^B = 2 \nabla N_a^A \quad (a = 1-4).$$  \hfill (9)

Now, consider the Poisson equation, $-\nabla^2 u(x) = f(x)$. The stiffness matrix of this equation is:

$$K_{ab} = \int_\Omega \nabla N_a \cdot \nabla N_b \, dV,$$  \hfill (10)

where $N_a$ denote the shape functions. On using Eqs. (9) and (10) and by noting that $dV_A = 4.0dV_B$ we obtain $K^A = K^B$, which indicates that the stiffness matrix of the subelement is the same as the stiffness matrix of the parent.
Fig. 12. Numerical integration scheme on a quadtree element with two hanging nodes.

Fig. 13. A quadrilateral element is subdivided into four equal elements. (a) The parent element; and (b) one of its children.

Laplace interpolant is the generalization of classical shape functions from quadrilateral elements to arbitrary convex polygons [11]. This suggests that the stiffness matrix of self-similar quadtree elements (quadtree elements with the same number and with the same position of hanging nodes) are the same. This is numerically verified in this paper and the mathematical proof is similar to the proof presented for the quadrilateral element. This property can be used to speed-up the assembly of the stiffness matrix. Upon using the restricted quadtree mesh (2:1 rule), the number of hanging nodes on each edge can not be more than one, so the number of different types of quadtree
elements is restricted to fifteen cases. The fifteen possible type of quadtree elements are shown in Fig. 14. To assemble the global stiffness matrix, first the stiffness matrix $K^0_n$ of the quadtree elements shown in Fig. 14 is pre-computed and stored to an arbitrary accuracy. To obtain higher accuracy in the stiffness matrix, each subtriangle of Fig. 12 is subdivided into 100 subtriangles with 25 Gauss points in each of the new subtriangles. This procedure is practical, since it is done only once for the fifteen elements shown in Fig. 14. Each of the fifteen stiffness matrices in addition to the stiffness matrix of the four-noded quadrilateral element are pre-computed and stored. The global stiffness matrix can be obtained by using the stored stiffness matrix with no need to repeat the same procedure for all the elements. This procedure is illustrated in Fig. 15 for a mesh consisting of four and five-noded elements. A striking result is that fast and direct assembly is possible, and classical finite element stiffness matrix computations are no longer needed. Moreover, we can define finite-difference stencils on quadtree partitions for Poisson equation and linear elasticity, which can lead to significant gains in speed-up while retaining optimal $O(h^2)$ convergence in the $L^2$ norm.

To compare the performance of the fast method with the classical method of assembly, the patch test is conducted on the quadtree meshes shown in Fig. 16. The Laplace equation is solved on the unit square with the exact solution $u(x) = x_1 + x_2$ imposed on the boundary of the domain. The $L^2$ and $H^1$ displacement error norms obtained using the fast and classical methods of assembly are presented in Table 3. The results reveal the accuracy of the fast method is three to five orders better than the accuracy of the classical method.

The time taken to assemble the stiffness matrix using the classical and fast assembly method are presented in Table 4. The fast method takes considerably less time than the classical method. The savings will be more significant for problems requiring mesh adaptivity or remeshing. The improved accuracy in conjunction with the shorter computation time, renders the fast assembly to be a cost-effective technique for stiffness matrix assembly on quadtree meshes.
Fig. 15. Fast assembly. (a) Level 0; and (b) Level $p$. The stiffness matrix $K^n_0$ for the Laplacian is computed to arbitrary precision in the domain $\Omega_0$ ($n = 5$). The stiffness $K$ for any self-similar quadtree element with $n$ nodes is equal to $K^n_0$.

Fig. 16. Patch test on quadtree meshes. (a) Mesh $a$ (105 nodes); and (b) mesh $b$ (876 nodes)

Note that for cases such as nonlinear elasticity or nonlinear Poisson equation with non-constant conductivity tensor, the stiffness matrix is not the same for similar quadtree elements. Therefore, to find the global stiffness matrix, the stiffness matrix of each element must be calculated separately. This can be done by using the classical method described in Section 3.
Table 3
Relative error in the $L^2$ and $H^1$ norm for the displacement patch test.

<table>
<thead>
<tr>
<th>Meshes</th>
<th>Relative error in the $L^2$ norm</th>
<th>Relative error in the $H^1$ norm</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>$1.62 \times 10^{-9}$</td>
<td>$1.59 \times 10^{-14}$</td>
</tr>
<tr>
<td>b</td>
<td>$1.02 \times 10^{-11}$</td>
<td>$4.99 \times 10^{-14}$</td>
</tr>
</tbody>
</table>

Table 4
Time taken (seconds) to assemble the stiffness matrix of different meshes using classical and fast methods.

<table>
<thead>
<tr>
<th>Number of nodes</th>
<th>Fast method of assembling</th>
<th>Classical method of assembling</th>
</tr>
</thead>
<tbody>
<tr>
<td>3261</td>
<td>0.84</td>
<td>1.12</td>
</tr>
<tr>
<td>7661</td>
<td>2.93</td>
<td>5.51</td>
</tr>
<tr>
<td>10021</td>
<td>3.85</td>
<td>9.73</td>
</tr>
</tbody>
</table>

4 Error Estimation

The current state of the art of finite elements employs techniques to assess the reliability of solution and modifications to the mesh during analysis so that the error is equi-distributed over the whole domain. This adaptive strategy generates a sequence of solutions on successively finer meshes. At each stage those elements that contribute most to the error are selected and split into smaller elements. The adaptive process is terminated when the stopping criteria are met. Error estimators are at the heart of mesh adaptive algorithms. Here, two different techniques are used to measure the error. The first one is a residual-based error estimator, which is used to solve Poisson problems. The second method is based on material forces and is used for problems in elastostatics.

4.1 Explicit Residual-Based Error Estimators

Explicit residual-based error estimators were first introduced by Babuška and Rheinboldt [37]. This type of error estimators measure the error by evaluating the residual of the system of differential equations as well as the flux jump across the element edges between adjacent elements. Consider the following
elliptic boundary-value problem:

\[-\nabla^2 u(x) = f(x) \quad \text{in } \Omega, \quad (11a)\]
\[
\frac{\partial u}{\partial n} = g \quad \text{on } \Gamma_N, \quad (11b)\]
\[
u = 0 \quad \text{on } \Gamma_D. \quad (11c)\]

In the above equations, \( \Omega \) is the problem domain, \( \Gamma_D \) and \( \Gamma_N \) are disjoint essential and natural boundary partitions of the domain with \( \Gamma_D \cup \Gamma_N = \partial \Omega \), and \( \mathbf{n} \) denotes the unit vector normal to the boundary.

In the interest of conciseness, we just state the essential ingredients that pertain to residual-based error estimators; for further details, the interested reader can see Reference [13]. Let \( \tau_h \) be a regular partition of the domain into finite elements. The energy norm of error of element \( k \in \tau_h \) can be approximated by

\[
\eta_k^2 = h_k^2 ||r||^2_{L^2(\Omega_k)} + h_k ||R||^2_{L^2(\partial \Omega_k)}. \quad (12)\]

In Eq. (12), \( r \) denotes the interior residual, and is defined as

\[
r = f(x) + \nabla^2 u^h(x) \quad \text{in } \Omega_k. \quad (13)\]

Furthermore, \( R \) is the boundary residual representing the jump discontinuity in the normal flux across adjacent elements and is defined as

\[
R = \left[ \frac{\partial u^h}{\partial n} \right] = \mathbf{n}_k \cdot \nabla u^h_k + \mathbf{n}_{k'} \cdot \nabla u^h_{k'} \quad \text{on } \partial \Omega_k \cap \partial \Omega_{k'}. \quad (14)\]

The global error indicator is the sum over all elements:

\[
\eta = \left[ \sum_{k \in \tau_h} \eta_k^2 \right]^{\frac{1}{2}}. \quad (15)\]

The quality of error estimator can be measured by the effectivity index defined by

\[
\theta = \frac{\eta}{|||e|||}, \quad (16)\]

where \( |||e||| \) is the exact energy norm of the error. We expect that by doing mesh refinement the effectivity index approaches unity, but global effectivity indices in the range of 2–3 are acceptable in engineering applications [13]. The adaptive strategy used for mesh refinement consists of the following steps:

1. Start with a coarse mesh. Input \( \gamma \in (0, 1) \), and the maximum permissible error \( \tau \).
2. Solve the problem. Evaluate the error of each element \( \eta_k \) and the global error estimate of the domain \( \eta \).
(3) If $\eta \leq \tau$ stop, else refine all elements such that

$$\eta_k \geq \gamma(\eta_k)_{\text{max}}$$

(4) Go to step 2.

4.2 Material Forces

The concept of energy-momentum tensor was introduced by Eshelby [38]. In Reference [39], Eshelby showed that the forces acting on a defect in an elastic, homogeneous material can be calculated by integrating the energy-momentum tensor over a contour integral around the defect. These forces are known as ‘material’ [15,17] or ‘configurational’ [16] forces. As opposed to physical forces that act over physical space, material forces act on material space and do work in the evolution of defects in material structures; the duality between material and physical forces is presented by Steinmann [40]. In this section, the concept of material forces and a finite element-based technique to evaluate material forces is reviewed. For a detailed discussion on material forces, we point to References [14–17] and to see its application within finite elements the interested reader can refer to References [18, 41, 42].

The energy-momentum tensor is defined as

$$\Sigma = W_0 I - J F^T \sigma F - T,$$  \hspace{1cm} (17)

where $W_0(X, F)$ is the strain energy density per unity volume in the reference configuration, $F$ denotes the deformation gradient, $J = \det F$ is the Jacobian, and $\sigma$ is the Cauchy stress tensor. Similar to physical forces, the material force acting over any subdomain $\Omega_0 \subset \mathbb{R}^2$ of the reference configuration must be in equilibrium. The equilibrium equation of material forces can be written as

$$\int_{\partial \Omega_0} \Sigma \cdot N dS + \int_{\Omega_0} B_{\text{mat}} dV = 0,$$  \hspace{1cm} (18)

where $N$ denotes the normal vector to the boundary and the material body force, $B_{\text{mat}}$, is given by

$$B_{\text{mat}} = -\frac{\partial W_0}{\partial X} - F^T B_{\text{phy}},$$  \hspace{1cm} (19)

where $B_{\text{phy}}$ is the physical body force. The first term in Eq. (18) represents the surface material forces and the second term represents the volume forces acting on $\Omega_0$. Using Gauss’s theorem and the arbitrariness of the subdomain $\Omega_0$, the local equilibrium equation of material forces is obtained as

$$\text{Div} \, \Sigma + B_{\text{mat}} = 0.$$  \hspace{1cm} (20)
In the absence of material body forces, i.e., if the material is homogeneous and no physical body force acts on the body, Eq. (20) reduces to

\[
\text{Div } \mathbf{\Sigma} = 0, \tag{21}
\]

which indicates that \( \mathbf{\Sigma} \) is divergence-free. In other words, when there are no material body forces, the equilibrium of material forces requires the divergence of the energy-momentum tensor to vanish. In this paper, this property of Eshelby’s energy-momentum tensor is used to measure the error on quadtree elements.

4.2.1 Finite element discretization

To obtain the weak form of Eq. (21), we multiply it by test functions \( \mathbf{v} \in \mathcal{V}_0 \) and integrate over the domain to obtain

\[
\int_{\Omega_0} \text{Div } \mathbf{\Sigma} \cdot \mathbf{v} \, dV = 0, \tag{22}
\]

where \( \mathcal{V}_0 \) is the space of trial and test functions and is defined as

\[
\mathcal{V}_0 = \{ \mathbf{v} : \mathbf{v} \in [H^1(\Omega)]^3, \mathbf{v} = 0 \text{ on } \Gamma_D \}. \tag{23}
\]

Using the product rule, Eq. (22) can be expanded as

\[
\int_{\partial \Omega_0} (\mathbf{\Sigma} \cdot \mathbf{N}) \cdot \mathbf{v} \, dA - \int_{\Omega_0} \mathbf{\Sigma} : \nabla_x \mathbf{v} \, dV = 0. \tag{24}
\]

Since \( \mathbf{v} \) is zero over \( \Gamma_D \) and \( \mathbf{\Sigma} \cdot \mathbf{N} = \mathbf{t}^\text{mat} \) on \( \Gamma_N \), Eq. (24) takes the form

\[
\int_{\Gamma_N} \mathbf{t}^\text{mat} \cdot \mathbf{v} \, dA - \int_{\Omega_0} \mathbf{\Sigma} : \nabla_x \mathbf{v} \, dV = 0. \tag{25}
\]

The finite element test functions are approximated by

\[
\mathbf{v}(\Omega) = \sum_a \phi_a(\Omega) \mathbf{v}_a, \tag{26}
\]

where \( \mathbf{v} = [v_1, v_2, v_3] \), \( a = 1, \ldots, N \), and \( N \) is the number of nodes in an element. From Eq. (26), the gradient of \( \mathbf{v} \) can be obtained as

\[
\nabla_x \mathbf{v} = \sum_a \mathbf{v}_a \otimes \nabla_x \phi_a. \tag{27}
\]

Inserting Eqs. (26) and (27) in Eq. (25) yields

\[
\sum_a \mathbf{v}_a \cdot \left[ \int_{\Gamma_{N,e}} \phi_a \mathbf{t}^\text{mat} \, dS - \int_{\Omega_e} \mathbf{\Sigma} : \nabla_x \phi_a \, dV \right] = 0, \tag{28}
\]
and on invoking the arbitrariness of $v_a$, the term in brackets should be zero, which leads to the following equation for material forces:

$$F_{e,a}^{\text{mat}} = \int_{\Omega_e} \sum \nabla \phi_a \, dV,$$  \hspace{1cm} (29)

where $F_{e,a}^{\text{mat}}$ is the contribution of element $e$ to the material force of node $a$. To find the total material force of node $a$, the material force $F_{e,a}^{\text{mat}}$ of all $n_{el}$ elements attached to node $a$ are assembled:

$$F_a^{\text{mat}} = \bigcup_{e=1}^{n_{el}} F_{e,a}^{\text{mat}}.$$  \hspace{1cm} (30)

The material force of element $e$ with $N$ nodes is obtained by a direct summation on the material forces of the element nodes:

$$F_e^{\text{mat}} = \bigcup_{a=1}^{N} F_{e,a}^{\text{mat}}.$$  \hspace{1cm} (31)

4.2.2 Adaptive strategy using material forces

From Eqs. (28) and (29), in a homogeneous material with no physical body force, the material force should be zero for all the interior nodes. In deriving Eq. (21), the test functions are assumed to vanish on the boundary of the domain. This is equivalent to imposing essential boundary conditions on the boundary. Owing to fixed boundary conditions, non-zero boundary material forces are generated as reaction forces. Therefore, in a finite element setting, only interior material nodal forces are expected to vanish.

In designing a refinement algorithm, non-vanishing material forces at interior nodes are considered as an indication of insufficient numerical accuracy in the region. To improve the accuracy, greater mesh resolution in such areas is required, which is realized by splitting the quadtree elements into four smaller equal size subelements. The manner in which the mesh refinement process proceeds is as follows:

(1) First, generate a reasonable mesh using any previous experience available. Set $\gamma \in (0, 1)$, and maximum permissible error $\tau$.

(2) Obtain the solution on the current mesh and compute the material force of interior nodes using Eq. (30).

(3) Find the global error indicator by finding the $L^2$ norm of interior material nodal forces

$$\eta = \left[ \sum_{a \in \mathbb{N}_{\text{int}}} (F_{a}^{\text{mat}})^2 \right]^{\frac{1}{2}},$$

where $\mathbb{N}_{\text{int}}$ is the set of interior nodes. If $\eta < \tau$ stop, otherwise find the error indicator of each element. The error in an element with $n_{\text{int}}$ interior
nodes is:

\[ \eta_e = \frac{\bigcup_{\alpha \in N_{\text{int}}^e} |F_{\varepsilon,\alpha}^{\text{mat}}|}{n_{\text{int}}}, \quad (32) \]

where \( N_{\text{int}}^e \) is the set of interior nodes of element \( e \).

(4) Split the elements that satisfy

\[ \eta_e \geq \gamma (\eta_e)_{\text{max}}. \]

(5) Go to step 2.

4.2.3 Evaluating the J-integral

The magnitude of the material force evaluated at the crack-tip node should be equal to the J-integral. [40, 41]. The accuracy of the J-integral hinges on the accuracy of the energy-momentum tensor in the elements connected to the crack-tip. Due to the singularity of the stress and strain functions at the crack-tip, the energy-momentum tensor in a finite element analysis is not very accurate in the vicinity of the crack-tip. Therefore, unless special crack-tip elements are used to model the singular field around the crack-tip, the magnitude of the material force at the crack-tip node does not provide a precise approximation of the J-integral. A better approximation of J-integral is achieved by finding the resultant of material nodal forces in a subdomain enclosing the crack-tip [41]. It is shown in Reference [41] that this technique is closely related to the domain formulation of the J-integral.

In this paper, the J-integral in nonlinear elastic materials is computed using either the domain form of the contour J-integral [43] or the improved technique of material forces. For the linear elastic fracture problems, the domain form of interaction integral is adopted to determine the stress intensity factors [43, 44].

5 Model problem for nonlinear elastostatics

In this section, the model problem and governing equations are presented. Since slight distortion of quadtree elements can lead to a negative Jacobian determinant, it is not practical to use a formulation based on the current configuration. In this paper, the total Lagrangian formulation is adopted to conduct computations on quadtree meshes and all the equations will be derived in the initial configuration.

In the absence of body forces, the equilibrium equation of physical forces in
the initial configuration is defined as

\[ \text{Div } P = 0 \quad \text{in } \Omega_0 \]  
\[ u = 0 \quad \text{on } \Gamma_D, \]  
\[ P \cdot N = t_0 \quad \text{on } \Gamma_N, \]  

where \( \Omega_0 \subset \mathbb{R}^2 \) is the problem domain in the initial configuration, \( \Gamma_D \) and \( \Gamma_N \) are the essential and natural boundary partitions such that \( \Gamma_D \cup \Gamma_N = \partial \Omega_0 \) and \( \Gamma_D^0 \cap \Gamma_N^0 = \emptyset \), \( N \) denotes the unit outward normal, \( P \) represents the first Piola-Kirchhoff stress tensor, and \( u \) is the displacement vector. The weak form of these equations in the initial configuration is expressed as

\[
\mathcal{F}(u, \delta u) = \int_{\Omega_0} S : \delta \mathbf{E} dV - \int_{\Gamma_N} t_0 \cdot \delta u = 0 \quad \forall \delta u \in \mathcal{U}_0,
\]

where \( S \) represents the second Piola-Kirchhoff stress tensor, \( \mathbf{E} \) denotes the Green-Lagrange strain tensor, and \( \delta u \) is the virtual displacement field. Since Eq. (34) is nonlinear with respect to geometry and material, a Newton-Raphson procedure is implemented to find the solution. For the Newton-Raphson implementation, Eq. (34) is linearized. On assuming the surface forces are independent of the configuration, the linearized form of Eq. (34) can be written as

\[
D\mathcal{F}(u, \delta u)[u] = \int_{\Omega_0} \delta \mathbf{E} : \mathbf{C} : D\mathbf{E}[u] dV + \int_{\Omega_0} S : [(\nabla u)^T \nabla \delta u] dV,
\]

where \( D \bullet \) denotes the directional derivative of \( \bullet \), and \( \mathbf{C} \) is the material elasticity tensor that can be represented in component form as

\[
C_{ijkl} = \lambda C^{-1}_{ij} C^{-1}_{kl} + \mu \left( C^{-1}_{ij} C^{-1}_{jl} + C^{-1}_{il} C^{-1}_{kl} \right),
\]

where \( \lambda \) and \( \mu \) are the Lamé constants. The material chosen is an isotropic compressible Neo-Hookean type with stored energy function defined as

\[
W(C) = \frac{1}{2} \lambda (\ln J)^2 - \mu \ln J + \frac{1}{2} \mu (I_1 - 3),
\]

where \( C = F^T \cdot F \) is the right Cauchy-Green tensor, and \( I_1 = \text{trace } C \). On using Eq. (37), the stress tensors can be expressed as

\[
S = 2 \frac{\partial W}{\partial C} = 2 \left( \frac{\partial W}{\partial I_1} + I_1 \frac{\partial W}{\partial I_2} \right) I - 2 \frac{\partial W}{\partial I_1} C + 2I_3 \frac{\partial W}{\partial I_3} C^{-1} = \lambda \ln J C^{-1} + \mu \left( I - C^{-1} \right),
\]

\[
\sigma = \frac{1}{J} F \cdot S \cdot F^T = 2 \left( \frac{\partial W}{\partial I_1} + I_1 \frac{\partial W}{\partial I_2} \right) B - 2 \frac{\partial W}{\partial I_2} B^2 + 2I_3 \frac{\partial W}{\partial I_3} I = \frac{1}{J} \left( \lambda \ln J \mathbf{I} + \mu (\mathbf{B} - \mathbf{I}) \right).
\]
Fig. 17. Surface approximation. (a) Quadtree mesh (step 6); and (b) \( u^h(\mathbf{x}) = \sum_i \phi_i(\mathbf{x}) u_i \), where \( u_i = u(\mathbf{x}_i) \).

where \((I_1, I_2, I_3)\) are the principal invariants of \( \mathbf{C} \), and \( \mathbf{B} = \mathbf{F} \cdot \mathbf{F}^T \) denotes the left Cauchy-Green deformation tensor.

6 Numerical examples

As the first example, we use the proposed quadtree interpolant in a surface approximation problem. Quadtree meshes are used to approximate the function \( u(x, y) = e^{-10(x^2+y^2)} \sin x \sin y \) in the domain \( \Omega = (-1,1)^2 \). As an adaptive strategy, we use the \( L^2 \)-norm of the error: \( \eta^2 = \int_{\Omega} (u - u^h)^2 \, d\Omega / \int_{\Omega} u^2 \, d\Omega \). If \( \eta > 0.01 \), an element is split into four elements (children); otherwise it is not. We begin with a regular \( 8 \times 8 \) grid, and the solution after six steps (2653 nodes) reproduces the function well (Fig. 17). The maximum point-wise error and the normalized \( L^2(\Omega) \) error in the domain are both \( \mathcal{O}(10^{-3}) \)–\( \mathcal{O}(10^{-2}) \).

The rest of this section is divided into two parts. In the first part, quadtree meshes with residual-based error estimators are used to solve Poisson problems. In the second part, quadtree meshes are used to solve linear and non-linear elastostatics problems. For the purpose of error estimation in elasticity problems, material forces are adopted as an error indicator.
6.1 Poisson problems

Poisson problems with singularity and sharp gradients are solved in this section. To estimate the error, explicit residual-based error estimators are employed. This error estimator is based on evaluating the boundary jumps and the interior residuals. As indicated in Section 2, the first derivatives of Laplace interpolants are square integrable. However, since the singularity of second-order derivatives is stronger, it is not possible to evaluate the interior residuals of Eq. (6.1). Since Laplace interpolant is linearly complete, we appeal to References [47–49] and ignore the interior residuals and just use the boundary jumps to estimate the error.

6.1.1 Example 1

We solve the Poisson equation in a unit square with Dirichlet boundary conditions:

\[-\nabla^2 u = f \quad \text{in } \Omega = (0, 1)^2,\]

\[u = 0 \quad \text{on } \partial \Omega.\]  

(40a)  

(40b)

The source term \(f\) is chosen such that the exact solution of the problem is [8]:

\[u(x) = x_1^5 x_2^5 (1 - x_1)(1 - x_2).\]  

(41)

This problem is solved in Reference [9] using the exact solution to estimate the error. In this paper, the problem is solved using the residual-based error estimator. Although the solution is almost flat over most part of the domain, the gradient of \(u\) is large at the top right region, so refinement is expected over this region. The initial mesh consists of a \(2 \times 2\) quadrilateral mesh. The successive mesh refinements are shown in Fig. 18, and the high gradient region is discretized by smaller elements. The estimated error and the exact error are shown in Fig. 18g. By increasing the number of nodes, the effectivity index converges to 1.15.

6.1.2 Example 2

The Laplacian equation is solved in the domain shown in Fig. 19a. The Dirichlet boundary consists of edge \(OA\), and \(g\) is defined such that

\[u = 0.0700754 \sqrt{r} \sin \left( \frac{\theta}{2} \right),\]

where \(r\) is the distance to point \(O\) and \(\theta\) is the angle of \(r\) with edge \(OA\). The derivatives of \(u\) are singular at the origin so elements adjacent to point \(O\) are expected to be refined. The initial mesh and the refined meshes are shown in Figs. 19b–19e. Application of the explicit method leads to mesh refinement.
Fig. 18. Successive adaptive refinement over the region with high gradient (Example 1). (a) Level 1 (14 nodes); (b) Level 2 (35 nodes); (c) Level 3 (68 nodes); (d) Level 4 (168 nodes); (e) Level 5 (196 nodes); (f) Level 7 (497 nodes); and (g) Estimated error and exact error.

in the vicinity of $O$. The logarithmic plot of exact and estimated error versus number of nodes is shown in Fig. 19f. It can be seen that the estimated error converges to the exact error.
6.1.3 Example 3

Two Poisson problems with sharp gradients are solved. The localized (model pseudopotential) solution $u(x)$, which appears in electronic structure calculations is given by [50]

$$u(x - x_0) = u_0 e^{-\frac{|x - x_0|^2}{r_c^2}},$$

(42)

with $u_0 = -16$, $r_c = 0.5$. On choosing $x_0 = (0,0)$, steep gradients are generated at the origin. The refined meshes and the numerical solution are shown in Fig. 20. As is observed, the numerical solution is able to capture the steep gradients and smaller elements are generated in the vicinity of high gradients. The exact energy norm error and the calculated energy norm error are shown in Fig. 21, and the effectivity index converges to 1.18. The exact solution of
the second problem is taken to be the sum of two potentials:

\[ u(x) = u(x - x_1) + u(x - x_2), \]  

(43)
Fig. 21. Estimated error and exact error of example 3a.

with $\mathbf{x}_1 = (-1, 0)$ and $\mathbf{x}_2 = (1, 0)$. The refined meshes and the numerical solution are shown in Fig. 22. The plot in Fig. 23 reveals that the effectivity index converges to 1.17.

6.1.4 Example 4: L-shaped domain

As the final application of residual-based error estimators, the Poisson equation is solved in an L-shaped domain. The exact solution is chosen to be $u(r, \theta) = r^{2/3} \sin \left( \frac{2\theta}{3} \right)$, where $r$ is the distance to the origin and $\theta$ is measured from the positive direction of $x$-axis (Fig. 24) [51]. The initial and refined meshes are shown in Fig. 25. Due to the singularity of the derivatives of $u$ at the origin, the meshes are refined in the vicinity of the re-entrant corner. The estimated and exact energy norm of error are shown in Fig. 25g. It can be seen that the exact and estimated error are proximal.

6.2 Elasticity problems

In this section, quadtree meshes are employed to solve problems in linear and nonlinear elasticity. Material forces are used as an error indicator in the mesh refinement of quadtree meshes. In the numerical computations, we assume $\lambda = 1000$ and $\mu = 400$.

6.2.1 Stress intensity factor computations for an edge-crack

The adaptive strategy is employed to solve an edge-crack in a semi-infinite domain. The problem is solved for three cases: specimen subjected to pure
mode I, pure mode II, and combination of mode I and mode II deformation states. A region close to the crack-tip is studied. The exact displacement field is applied over the boundary with: (a) $K_I = 1.0, K_{II} = 0.0$ (pure mode I); (b) $K_I = 0.0, K_{II} = 1.0$ (pure mode II); and (c) $K_I = 1.0, K_{II} = 1.0$ (mixed
6.2.2 Linear elastic edge-crack specimen

As the second linear elastic problem, a finite-dimensional plate in plane stress condition under the action of uniform tension on the top edge is analyzed. The sketch of the problem is shown in Fig. 27a, and the refined meshes are presented in Figs. 27b–27e. For the case shown in Fig. 27a, the exact normalized stress intensity factor is \( \frac{K_{1}^{\text{ref}}}{\sigma \sqrt{\pi a}} = 2.8264 \) [52]. The domain form of interaction
integral is used to calculate the stress intensity factors. The calculated stress intensity factors are presented in Table 6.
Fig. 26. Mesh refinement and material forces for the mixed-mode problem. The right figure is a zoom of the circled region depicted on the left.

Table 5
Normalized SIF: Semi-infinite edge crack problem.

<table>
<thead>
<tr>
<th>Number of nodes</th>
<th>Pure Mode I $K_I$</th>
<th>Pure Mode II $K_{II}$</th>
<th>Combination of mode I and II $K_I$</th>
<th>$K_{II}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>102</td>
<td>1.041</td>
<td>1.050</td>
<td>1.050</td>
<td>1.050</td>
</tr>
<tr>
<td>119</td>
<td>1.022</td>
<td>1.031</td>
<td>1.030</td>
<td>1.028</td>
</tr>
<tr>
<td>136</td>
<td>1.012</td>
<td>1.021</td>
<td>1.023</td>
<td>1.017</td>
</tr>
<tr>
<td>153</td>
<td>1.008</td>
<td>1.011</td>
<td>1.019</td>
<td>1.013</td>
</tr>
</tbody>
</table>

Table 6
Normalized SIF: Edge crack under tension.

<table>
<thead>
<tr>
<th>Mesh</th>
<th>Number of nodes</th>
<th>$\frac{K_{rel}^{ref}}{\sigma \sqrt{\pi a}}$</th>
<th>% Error in interaction integral</th>
<th>$L^2$ norm of interior material nodal force</th>
</tr>
</thead>
<tbody>
<tr>
<td>b</td>
<td>104</td>
<td>2.7189</td>
<td>3.80</td>
<td>0.552</td>
</tr>
<tr>
<td>c</td>
<td>121</td>
<td>2.7600</td>
<td>2.34</td>
<td>0.396</td>
</tr>
<tr>
<td>d</td>
<td>138</td>
<td>2.7786</td>
<td>1.69</td>
<td>0.226</td>
</tr>
<tr>
<td>e</td>
<td>155</td>
<td>2.7845</td>
<td>1.48</td>
<td>0.052</td>
</tr>
</tbody>
</table>

6.2.3 Edge-cracked beam

An edge cracked beam is solved as the next example. The schematic of this problem is shown in Fig. 28 with the following parameters: $H = 2$ inches, $L = 8$ inches and $\frac{a}{H} = 0.5$. A total displacement of half inch is applied to the middle point of the top edge. The refined meshes are shown in Fig. 28. Large material
forces are observed at the crack-tip and at the points where displacement boundary conditions are prescribed. The $J$-integral (domain form of contour integral) and the improved material forces as a function of mesh refinement are shown in Fig. 28f, whereas in Fig. 28g, the $L^2$ norm of the interior material nodal forces is plotted. The two methods are found to be in good agreement.

6.2.4 Compact-tension specimen

In this example, we consider a nonlinear plane strain compact-tension specimen. The geometry and boundary conditions are shown in Fig. 29a. Due to the singularity at the crack-tip, we expect the mesh to be refined around the crack-tip. The refined meshes and the calculated material forces are shown in Figs. 29b–29f. These plots indicate that the material forces vanish at all the interior nodes except at the crack tip. Since the supports act as inho-
mogeneities, material forces are generated where the loads are applied (see Figs. 29b–29f). The \( J \)-integral and the \( L^2 \) norm of the interior material nodal forces are plotted for different meshes in Figs. 29g and 29h, respectively.

### 6.2.5 Nonlinear edge-crack specimen

A plane strain edge-crack specimen under tensile loading is considered. The geometry and boundary conditions of the problem are shown in Fig. 30a. The height to width ratio is \( H/W = 4 \) and crack length to width ratio is \( a/W = 0.5 \). A uniform displacement of 50% is applied to the top edge of the
Fig. 29. The nonlinear elastic compact-tension specimen. (a) Geometry and boundary conditions; (b) to (f) refined meshes; (g) $J$-integral and (h) $L^2$ norm of interior material nodal forces.
specimen using ten load increments. The refined meshes and the calculated material forces are shown in Fig. 30. The refined meshes have greater resolution in the vicinity of the crack-tip. The $J$-integral and the $L^2$ norm of the material forces of the interior nodes are plotted for different meshes in Figs. 30f and 30g, respectively.

7 Conclusion

In this paper, an $h$-adaptive technique using quadtree meshes was presented. The hierarchical property of quadtree meshes renders it to be a desirable mesh data structure for $h$-adaptivity. On using quadtree meshes for $h$-adaptivity certain difficulties related to mesh quality after refinement were avoided, and the use of the Laplace interpolant resolved the issue of element incompatibility. An efficient technique for stiffness matrix assembly on quadtree meshes was introduced. Numerical results for the Poisson equation, and linear and nonlinear elastostatic problems were presented. The improved accuracy and significant advantages of the proposed adaptive method were revealed in the numerical modeling of problems involving sharp gradients, singularities, and crack discontinuities.

8 Acknowledgment

The authors thank John Bolander and John Burkardt for providing the codes to generate the Voronoi and centroidal Voronoi tessellations, respectively.

References


Fig. 30. The nonlinear plane strain edge-crack specimen. (a) Geometry and boundary conditions; (b) to (e) refined meshes; (f) $J$-integral and (g) $L^2$ norm of interior material nodal forces.


