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SUMMARY

Over the past two decades, meshfree methods have undergone signi�cant development as a numerical tool

to solve partial di�erential equations (PDEs). In contrast to �nite elements, the basis functions in meshfree

method are smooth (nonpolynomial functions), and they do no t rely on an underlying mesh structure for

their construction. These features render meshfree methods to be particularly appealing for higher-order

PDEs and for large deformation simulations of solid continu a. However, a de�ciency that still persists in

meshfree Galerkin methods is the inaccuracies in numerical integration, which a�ects the consistency and

stability of the method. Several previous contributions ha ve tackled the issue of integration errors with an

eye on consistency, but without explicitly ensuring stabil ity. In this paper, we draw on the recently proposed

virtual element method, to present a formulation that guara ntees both the consistency and stability of the

approximate bilinear form. We adopt maximum-entropy meshf ree basis functions, but other meshfree basis
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functions can also be used within this framework. Numerical results for several two- and three-dimensional

elliptic (Poisson and linear elastostatic) boundary-valu e problems that demonstrate the e�ectiveness of the

proposed formulation are presented.

key words: meshfree Galerkin methods, maximum-entropy approximants , numerical integration, virtual
element method, patch test, stability

1. INTRODUCTION

Meshfree methods [1, 2] that are built from a weak form (referred to as meshfree Galerkinmethods)

require background integration cells on which the numerical integration of the weak form integrals

is carried out. Typically, the domain of an integration cell does not coincide with the region that

is de�ned by the intersecting supports of two overlapping meshfree basis functions. In addition,

meshfree basis functions are nonpolynomial functions. These aretwo key observations that introduce

integration errors when standard Gauss quadrature is used to numerically integrate the sti�ness

matrix in meshfree Galerkin methods. As a consequence, the consistency, optimal convergence,

and even stability in some instances of the numerical solution can be compromised. In this paper,

we present a new methodology | based on the decomposition of the bilinear form in the virtual

element method [3] | for the numerical integration of the sti�ness matrix that preclu des integration

errors when using integration cells that are obtained from a Delaunay tessellation. Furthermore,

this ensures that the meshfree Galerkin method is, both, consistent and stable.

Quadrature errors in meshfree Galerkin methods lead to consistency errors (patch test is not

passed), and underintegration can also compromise the stability ofthe method. In the literature,

various approaches have been put forth to address errors due to numerical integration. The

interested reader is referred to Reference [4], where more details are provided on the topic of
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numerical integration in meshfree methods. Herein, we only mentionpertinent studies that have

attempted to correct the integration errors. Babu�ska and coworkers have provided the theoretical

basis for the issue that arises in the numerical integration of �rst-order meshfree methods [5] as

well as higher-order meshfree approximations [6]. With the aim of satisfying the patch test, use of a

smoothed strain operator [7] was �rst adopted in nodally integrated meshfree methods by Chenet

al. [8]. Breitkopf et al. [ 9] developed a custom integration scheme for the di�use element method [10]

based on the ideas drawn by Chen et al. to ensure patch test satisfaction. Ortiz et al. [ 11] proposed

a strain-correction based on a smoothing procedure for linear approximations on triangular and

quadrilateral background meshes and extended these ideas to tetrahedral background meshes in

Reference [12]. A similar idea is used to correct integration errors in polygonal and polyhedral

�nite element methods [13]. Chen et al. [4] proposed a variationally consistent integration method

for higher-order meshfree approximations that generalizes the notion of nodal integration and is

applicable for Gauss quadrature within triangles and squares. Duanet al. [14] proposed a smoothing

procedure for second-order approximations on triangular background meshes, and have used to the

Hu-Washizu three-�eld variational principle to shown the variationa l consistency of the integration

scheme on triangular meshes [15]. The corresponding second-order accurate integration scheme

for four-node tetrahedral meshes is presented in Reference [16]. On adopting the techniques of

Duan et al. [15, 16], Ortiz-Bernardin and coworkers [17, 18] presented formulations to treat nearly-

incompressible elasticity in the small- and �nite-deformation regimes. All these aforementioned

integration methods are developed to remove the consistency error from the numerical solution;

none of them theoretically guarantee stability.

Recently, the virtual element method [3] (VEM) has been presented, where an algebraic

(exact) construction of the sti�ness matrix is realized without the explicit construction of basis

3



4 ORTIZ-BERNARDIN ET AL.

functions (basis functions arevirtual ). In the VEM, the sti�ness matrix is decomposed into two

parts: a consistent term that reproduces a given polynomial space and a correction term that

provides stability. Such a decomposition (herein referred to as thevirtual element decomposition)

is formulated in the spirit of the Lax equivalence theorem (consistency + stability ! convergence)

for �nite-di�erence schemes and is su�cient for the method to pas s the patch test [19].

The formulation in the virtual element method constitutes a suitable framework to correct

integration errors in meshfree methods. Talischi and Paulino [20] and Manzini et al. [21] have

applied these concepts to ameliorate numerical integration errorsin polygonal and polyhedral

�nite elements. In this paper, we follow similar ideas for meshfree methods and adopt the virtual

element decomposition to construct the sti�ness matrix, which ensures both consistency and

stability of the solution. We note in passing that meshfree nodal integration methods, which require

corrections to ensure consistency and stability [8, 22{ 25], can likely also be formulated using the

virtual element framework. Maximum-entropy basis functions [26{ 28] are adopted to exemplify

our procedure (see Section2), though other meshfree basis functions can also be used in this

approach. The governing equations for elliptic (Poisson and linear elastostatic) boundary-value

problems are summarized in Section Section3. The methodology to construct the sti�ness matrix

using meshfree basis functions and the virtual element decomposition is presented in Section4.

Delaunay tessellations (three-node triangles and four-node tetrahedra) are considered to obtain the

nodal information for basis functions computation and for numerical integration. In Section 5,

it is shown how the patch test is satis�ed for the proposed method. Numerical examples for

two- and three-dimensional Poisson and linear elastostatic problems and eigenvalue analyses are

presented in Section6, which demonstrate the consistency, stability and e�ectiveness of the proposed

formulation. We close with some �nal remarks in Section7.
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2. MAXIMUM-ENTROPY BASIS FUNCTIONS

Consider a convex domain represented by a set ofn scattered nodes and a prior (weight) function

wa (x ) associated with each nodea. We can write down the approximation for a scalar-valued

function u(x ) in the form:

u(x ) =
mX

a=1

� a (x )u(x a); (1)

where u(x a) are nodal coe�cients. On using the Shannon-Jaynes (or relative) entropy functional,

the max-ent basis functionsf � a(x ) � 0gm
a=1 are obtained via the solution of the following convex

optimization problem [28]:

min
� 2 IR m

+

mX

a=1

� a(x ) ln
�

� a(x )
wa(x )

�
(2a)

subject to the linear reproducing conditions:

mX

a=1

� a(x ) = 1
mX

a=1

� a(x ) ca = 0; (2b)

whereca = x a � x are shifted nodal coordinates and IRm
+ is the nonnegative orthant. In this paper,

we use as the prior weight function the Gaussian radial basis function given by [27]

wa(x ) = exp
�

�

h2

a
kcak2

�
;

where is a parameter that controls the support size of the basis functionand ha is a characteristic

nodal spacing associated with nodea.

On using the method of Lagrange multipliers, the solution to (2) is given by [28]

� a(x ; � ) =
wa(x ) exp(� � (x ) � ca(x ))

Z (x ; � (x ))
; Z (x ; � (x )) =

mX

b=1

wb(x ) exp(� � (x ) � cb(x )) ; (3)

where the Lagrange multiplier vector � (x ) is obtained as the minimizer of the dual optimization

problem (x is �xed):

� � (x ) = arg min
� 2 IR d

ln Z (x ; � );
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where � � is the converged solution for the Lagrange multiplier vector. The basis functions � a (x )

are obtained by using� = � � in (3). Finally, the gradient of the basis function is [27]:

r � a(x ) = � a (x ; � � ) (J (x ; � � )) � 1 ca(x );

where

J (x ; � ) =
mX

a=1

� a (x ; � ) ca(x ) 
 ca(x ) � r (x ; � ) 
 r (x ; � ); r (x ; � ) = �
mX

a=1

� a (x ; � ) ca(x ):

3. GOVERNING EQUATIONS

The numerical solution of two boundary-value problems are considered: Poisson problem with

nonhomogeneous Dirichlet boundary conditions and linear elastostatics. The �eld variables in both

problems are discretized using meshfree (maximum-entropy) basisfunctions that span the space of

linear polynomials.

3.1. Poisson problem

Consider an open bounded domain
 � IRd (d = 2 ; 3) that is bounded by the (d� 1)-dimensional

surface� whose unit outward normal is n . The Dirichlet boundary is denoted by � g. The closure

of the domain is 
 � 
 [ � . Let u(x ) : 
 ! IR be the �eld variable and f (x ) : 
 ! IR be

the source term. The imposed Dirichlet (essential) boundary conditions are g(x ) : � g ! IR. The

boundary-value problem that governs the Poisson problem is: �ndu(x ) : 
 ! IR such that

� r 2u = f 8x 2 
; (4a)

u = g 8x 2 � g: (4b)

The corresponding weak form is: �nd u(x ) 2 U such that

a(u; v) = `(v) 8v(x ) 2 V ; a(u; v) =
Z



r u � r v dx ; `(v) =

Z



fv d x ; (5)
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where U and V are the trial and test spaces:

U :=
�

u(x ) : u 2 W (
 ) � H 1(
 ); u = g on � g
	

;

V :=
�

v(x ) : v 2 W (
 ) � H 1(
 ); v = 0 on � g
	

;

where the spaceW(
 ) includes a�ne functions. In the weak form ( 5), we substitute trial and test

functions of the form given in (1), and apply a standard Galerkin procedure to obtain the following

system of linear equations:

Kd = f ; K ab =
Z



r � a � r � b dx ; f a =

Z



f � a dx ; (7)

where K is the sti�ness matrix, f the nodal force vector, andd is the vector of nodal coe�cients

associated with the �eld variable.

3.2. Linear elastostatic boundary-value problem

Consider an elastic body that occupies the open domain
 � IRd (d = 2 ; 3) and is bounded by

the (d� 1)-dimensional surface� whose unit outward normal is n . The boundary is assumed to

admit decompositions � = � g [ � h and ; = � g \ � h , where � g is the Dirichlet boundary and

� h is the Neumann boundary. The closure of the domain is
 � 
 [ � . Let u (x ) : 
 ! IRd be

the displacement �eld at a point x of the elastic body when the body is subjected to external

tractions h(x ) : � h ! IRd and body forcesb(x ) : 
 ! IRd. The imposed Dirichlet (essential)

boundary conditions are g(x ) : � g ! IRd. The boundary-value problem for linear elastostatics is:

�nd u (x ) : 
 ! IRd such that

r � � + b = 0 8x 2 
; (8a)

u = g 8x 2 � g; (8b)

� � n = h 8x 2 � h ; (8c)
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where � is the Cauchy stress tensor. The corresponding weak form is: �ndu (x ) 2 U such that

a(u ; v) = `(v) 8v(x ) 2 V ; a(u ; v) =
Z



� (u ) : " (v) dx ; `(v) =

Z



b� v dx +

Z

� h

h � v dS; (9)

where " is the small strain tensor, andU and V are the displacement trial and test spaces:

U :=
�

u (x ) : u 2 [W(
 )]d � [H 1(
 )]d ; u = g on � g
	

;

V :=
�

v(x ) : v 2 [W(
 )]d � [H 1(
 )]d ; v = 0 on � g
	

;

where the spaceW(
 ) includes linear displacement �elds. We substitute vector-valued trial and test

functions of the form (1) into ( 9), and apply a standard Galerkin procedure to obtain the following

system of linear equations:

Kd = f ; K ab =
Z



B T

a CB b dx ; f a =
Z



� abdx +

Z

� h

� ah dS; (11)

whereK is the sti�ness matrix, f the nodal force vector,d the vector of nodal coe�cients associated

with the displacement �eld, C is the constitutive matrix for an isotropic linear elastic material, and

B a is the nodal matrix of basis function derivatives.

4. VIRTUAL ELEMENT DECOMPOSITION

Galerkin meshfree methods typically provide better convergence properties and smoother solutions

than standard �nite elements. However, in meshfree methods thenumerical integration of the

sti�ness matrix using Gauss quadrature leads to inaccuracies thatdeteriorate the consistency and

asymptotic convergence of the solution. If the solution to a problem that is governed by (4) or (8)

is a linear polynomial, consistency means that the numerical solution must exactly reproduce the

linear polynomial. On the other hand, insu�cient number of quadratu re points can compromise

the stability of the method. Currently, there are integration schemes for meshfree methods that

8
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recover the consistency of the solution (for example, see Chen etal. [4], Duan et al. [15, 16], Ortiz

et al. [11, 12]) but none of them resolves the stability issue from a theoretical perspective. The

virtual element decomposition [3, 29] constitutes a sound theoretical basis that can be used to

construct a sti�ness matrix that is consistent and stable. In the method that is proposed herein,

the unknowns are solved using (7) or (11), but the sti�ness matrix is constructed using the virtual

element decomposition.

The essential features of the virtual element decomposition are presented; the exposition closely

follows the notation and description in Gain et al. [30]. Let the domain 
 be partitioned into

nonoverlapping integration cells. In this paper, the cells are restricted to be three-node triangles

or four-node tetrahedra. An integration cell is denoted byE and its volume by jE j. The boundary

of the integration cell is dS and the normal to this boundary is n E = [ nE
1 nE

2 nE
3 ]T . The mean

value of a function h over the vertices of the integration cell is de�ned as

�h =
1
N

NX

J =1

h(x J ); (12)

whereN is the number of nodes that de�ne the integration cell whose vertex nodes have coordinates

x J . For instance, �x = [�x1 �x2 �x3]T is the geometric center of the integration cell. The partition

of the domain is denoted byT so that each cellE 2 T . Note that on using this partitioning, the

bilinear form given in (5) or (9) can be written as the following summation:

a(�; � ) =
X

E 2T

aE (�; � ); (13)

where � = u and � = v for the Poisson problem, and� = u and � = v for the linear elastostatic

boundary-value problem. In the virtual element decomposition, the sti�ness matrix is constructed

on each cellE 2 T using projection operators.

4.1. Poisson problem

9
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4.1.1. Projection operator. For the Poisson problem, a single projection operator is needed.

For the construction of this operator, we denote the space of a�ne functions by P(E). As a

consequence of using meshfree basis functions to construct thetrial function, the scalar-�eld is

composed of a (linear) polynomial part plus some additional nonpolynomial part, which implies

that u(x ) 2 W (E) � P (E). Now, a projection operator � that allows to extract the polynomial

part of the �eld u(x ) 2 W (E) is de�ned as follows:

� : W(E) ! P (E); �p = p 8p 2 P (E): (14)

In addition, it is required that � satis�es the following orthogonality condition [ 3]:

aE (u � �u; p ) = 0 8p 2 P (E); u 2 W (E); (15)

which means that the nonpolynomial part u � �u is energetically orthogonal toP.

An exact decomposition of an arbitrary u into a polynomial part and a nonpolynomial part is:

u = �u + ( u � �u );

which after substituted into the bilinear form associated with a representative integration cell

�
see (13)

�
yields

aE (u; v) = aE (�u + ( u � �u ); �v + ( v � �v ))

= aE (�u; �v ) + aE (u � �u; v � �v ) + aE (u � �u; �v ) + aE (�u; v � �v )

= aE (�u; �v ) + aE (u � �u; v � �v ); (16)

where we have usedaE (u � �u; �v ) = aE (�u; v � �v ) = 0 due to the orthogonality condition ( 15).

The �rst term on the right-hand side of the last equality in ( 16) provides consistency and the second

term stability. A clear separation of the consistency and stabilization terms is the missing ingredient

in existing integration schemes for meshfree methods [4, 11, 12, 15, 16].

10
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A projection map that satis�es ( 14) and (15) is [31]:

�u = �us0 + û;1s1 + û;2s2 + û;3s3; (17a)

û;i =
1

jE j

Z

@E
unE

i dS; (17b)

where �u is computed using (12), and s0; : : : ; s3 are the components of a scaled basis for the space of

a�ne functions given by s = [1 x1 � �x1 x2 � �x2 x3 � �x3]T . The rationale for the speci�c choice

given in (17a) for the projection operator is presented in Appendix A.

4.1.2. Sti�ness matrix. To facilitate the understanding of the use of the virtual element

decomposition to construct the meshfree sti�ness matrix, the virtual element partitioning into

cells needs to be placed within the meshfree context. In meshfree methods, the partitioned domain

is used for two purposes: to obtain the nodal coordinates to compute the meshfree basis functions

and to provide a suitable domain to perform the numerical integration of the weak form integrals.

Therefore, if the cell-centric viewpoint of the virtual element decomposition is to be adopted for

these purposes, then nodal basis functions of nodes that are outside a cell will contribute to the

trial function space associated to this cell. The connection between the virtual element partitioning

and the meshfree approximation is achieved through the de�nition of a nodal contribution y that

represents the entire integration cell.

On each integration cell E , two types of Gauss points are considered: volume Gauss points that

are de�ned in the interior of the cell and surface Gauss points thatare de�ned on the cell faces.

In some instances, we will use both types of Gauss points and in others only the surface Gauss

points. Each of these Gauss points has its own nodal contribution.We merge these independent

y The nodal contribution at a given sampling point (usually a G auss point) with coordinate x is de�ned as the indices

of the nodes whose basis functions have a nonzero value at x .

11
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nodal contributions into one larger structure that is representative of the entire cell. The local

nodal indices in the merged nodal contribution are labelled from 1 tom. The coordinates of a

representative node in the merged nodal contribution is denoted by x a = [ x1a x2a x3a ]T . Figure 1

illustrates the construction of the merged nodal contribution for a three-node triangular cell when

both types of Gauss points are used.

1

m

a

Figure 1: Schematic representation of the construction of the merged nodal contribution for a three-

node triangular cell. The volume Gauss point is shown as a� and the boundary Gauss points as

� . The nodes shown (open circles) are those nodes of the mesh thatcontribute within the triangle.

The local index of the �rst node in the nodal contribution is labelled as 1 and the index of the last

node asm. A representative node in the nodal contribution is labelled asa.

To obtain the consistent and stable sti�ness matrices, we begin by writing the trial (or test)

12
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approximation of a scalar-valued function within each integration cell as a linear combination of

max-ent basis functions:

uh (x ) =
mX

a=1

� a(x )ua ; (18)

where ua are nodal coe�cients. The max-ent basis functions are also used to represent the scaled

basis for the space of a�ne functions, as follows:

sh (x ) =
mX

a=1

� a (x )s(x a): (19)

The discrete version of the projection map to extract the polynomial part is obtained by

substituting ( 18) and (19) into ( 17a), which yields

�u h = NP d ;

where

N = [ � 1 � � � � a � � � � m ] ; d = [ u1 � � � ua � � � um ]T

and

P = HW T ;

with

H =

2

6
6
6
6
6
6
6
6
6
6
6
6
6
6
4

(H )1

...

(H )a

...

(H )m

3

7
7
7
7
7
7
7
7
7
7
7
7
7
7
5

; (H )a =
�

1 x1a � �x1 x2a � �x2 x3a � �x3

�

13
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and

W =

2

6
6
6
6
6
6
6
6
6
6
6
6
6
6
4

(W )1

...

(W )a

...

(W )m

3

7
7
7
7
7
7
7
7
7
7
7
7
7
7
5

; (W )a =
�

�� a 2q1a 2q2a 2q3a

�
; qia =

1
2jE j

Z

@E
� anE

i dS:

It is noted that qia is computed approximately by using 1-point Gauss quadrature on the cell face

since the meshfree basis function cannot be integrated exactly.

For the Poisson problem, the discrete version of the bilinear form is given by the virtual element

decomposition on each cell
�
see (16)

�
as:

aE (uh ; vh ) = aE (�u h ; �v h ) + aE (uh � �u h ; vh � �v h )

= vT W H T aE (N T ; N ) HW T d + vT (I m � P )T aE (N T ; N ) ( I m � P )d

= vT W H T KHW T d + vT (I m � P )T K (I m � P )d; (20)

where I m is the identity ( m � m) matrix, with m being the number of nodes that contribute in

the cell, K is the exact sti�ness matrix, and v is a vector of arbitrary nodal coe�cients that is

associated with the scalar test function.

By observing that the projection can be written as �u h = W ds , the consistency term in (20)

can be developed as

aE (�u h ; �v h ) = vT W aE (sT ; s) W T d; (21)

14
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where aE (sT ; s) = I cjE j with

I c =

2

6
6
6
6
6
6
6
6
6
6
4

0 0 0 0

0 1 0 0

0 0 1 0

0 0 0 1

3

7
7
7
7
7
7
7
7
7
7
5

;

and thus the computation of (21) involves only the evaluation of few meshfree basis functions on

the boundary of the cell | their derivatives are not needed. As poin ted out in Reference [21], the

exact sti�ness matrix that appears in the second term on the right-hand side of the last equality

in (20) can be replaced by an approximate sti�ness without compromising the stability but gaining

e�ciency in the computations. In particular, we choose the approach adopted in Reference [21] and

thus compute an approximate sti�ness using 1-point Gauss quadrature on simplicial cells, which

we denote byK g
E . Other options for the sti�ness matrix in the stability term are poss ible and will

be discussed in Section4.2. On replacing K by K g
E in the second term in (20), the �nal expression

for the sti�ness matrix associated with the integration cell is:

K E = jE jW I cW T + ( I m � P )T K g
E (I m � P ):

4.2. Linear elastostatics

4.2.1. Projection operators. For the construction of the projection operators in linear elastostatics,

three spaces are de�ned [30]: the space of rigid body motions (denoted byR), the space of constant

strain modes (denoted byC), and the space of linear displacement (denoted byP) that is able

to represent rigid body motions and states of constant strains. The trial displacement �eld is

composed of a (linear) polynomial part plus an additional nonpolynomial part, which implies that

u (x ) 2 [W(E)]d � [P(E)]d.

Three projection operators are constructed to allow the extraction of rigid body motions, constant

15



16 ORTIZ-BERNARDIN ET AL.

strain modes and the polynomial part of any displacement �eld u (x ) 2 W (E) as follows:

� R : [W(E)]d ! [R(E)]d ; � R r = r ; 8r 2 [R(E)]d (22)

for extracting the rigid body motions,

� C : [W(E)]d ! [C(E)]d ; � Cc = c; 8c 2 [C(E)]d (23)

for extracting the constant strain modes, and

� P : [W(E)]d ! [P(E)]d; � P p = p; 8p 2 [P(E)]d

for extracting the polynomial part. These operators are required to satisfy the following

orthogonality conditions:

� R c = 0; 8c 2 [C(E)]d (24)

� Cr = 0; 8r 2 [R(E)]d ; (25)

so that elements ofC have no rigid body motions and elements ofR have no constant strain modes,

which means� C� R = � R � C = 0 and

� P = � R + � C: (26)

A properly de�ned projection map � Cu
�
i.e., it veri�es ( 23) and (25)

�
will satisfy the following

orthogonality property [ 30]:

aE (u � � Cu ; c) = 0 8c 2 [C(E)]d; u 2 [W(E)]d; (27)

which means thatu � � Cu is energetically orthogonal toC; and since� R must satisfy (22) and (24),

rigid body motions have zero strain energy and thus the energy orthogonality property extends to

� P :

aE (u � � P u ; p) = 0 8p 2 [P(E)]d; u 2 [W(E)]d : (28)

16
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So, anyu 2 W (E) can be decomposed into three terms as follows:

u = � R u + � Cu + ( u � � P u); (29)

that is, into a rigid body part, a constant strain part and the remain ing nonpolynomial part. On

substituting ( 29) into the bilinear form de�ned in ( 9), and relying on the properties (27) and (28)

yields the bilinear form as [30]

aE (u ; v) = aE (� Cu ; � Cv) + aE (u � � P u ; v � � P v); (30)

where the �rst term on the right-hand side is the bilinear form associated with the constant strain

modes that provides consistency and the second term is the bilinearform associated with the

nonpolynomial terms that provides stability.

The symmetric gradient tensor is given by

" (u ) =
1
2

�
r u + ( r u )T �

and its volume average by

"̂ (u ) =
1

jE j

Z

E
" (u )dx =

1
2jE j

Z

@E
(u 
 n E + n E 
 u ) dS: (31)

The skew-symmetric gradient tensor is given by

! (u ) =
1
2

�
r u � (r u )T �

and its volume average is

!̂ (u ) =
1

jE j

Z

E
! (u )dx =

1
2jE j

Z

@E
(u 
 n E � n E 
 u ) dS:

Let the basis for the space of rigid body motions be [r � ]� =1 ;:::; 6, where r 1, r 2, r 3 are rigid body

17



18 ORTIZ-BERNARDIN ET AL.

translation modes andr 4, r 5, r 6 pure rotations modes about �x de�ned as [30]

r 1 = [1 0 0]T r 4 = [ x2 � �x2 �x1 � x1 0]T

r 2 = [0 1 0]T r 5 = [�x3 � x3 0 x1 � �x1]T

r 3 = [0 0 1]T r 6 = [0 x3 � �x3 �x2 � x2]T :

A projection map to extract rigid body motions of u that veri�es ( 22) and (24) is given by [30]

� R u = �u1r 1 + �u2r 2 + �u3r 3 + !̂ 12r 4 + !̂ 31r 5 + !̂ 23r 6: (32)

Let the basis for the space of constant strain modes be [c� ]� =1 ;:::; 6, wherec1, c2, c3 are constant

normal strains and c4, c5, c6 are constant shear strains, which are de�ned as [30]

c1 = [ x1 � �x1 0 0]T c4 = [ x2 � �x2 x1 � �x1 0]T

c2 = [0 x2 � �x2 0]T c5 = [ x3 � �x3 0 x1 � �x1]T

c3 = [0 0 x3 � �x3]T c6 = [0 x3 � �x3 x2 � �x2]T :

A projection map to extract constant strain modes of u that veri�es ( 23) and (25) is given by [30]

� Cu = "̂11c1 + "̂22c2 + "̂33c3 + "̂12c4 + "̂31c5 + "̂23c6: (33)

4.2.2. Sti�ness matrix. To obtain the consistent and stable sti�ness matrix, we start by

discretizing with max-ent basis functions the following quantities on each integration cell:

u h (x ) =
mX

a=1

� a (x )u a (34)

for the displacement �eld,

r h
� (x ) =

mX

a=1

= � a (x )r � (x a) � = 1 ; : : : ; 6 (35)

for the components of the basis for the space of rigid body motions, and

ch
� (x ) =

mX

a=1

� a(x )c� (x a) � = 1 ; : : : ; 6 (36)

18



CONSISTENT AND STABLE MESHFREE GALERKIN METHODS 19

for the components of the basis for the space of constant strainmodes. The discrete version of

the projection map to extract the rigid body motions is obtained by substituting ( 34) and (35)

into ( 32), which yields

� R u h = NP R d;

where

N = [( N )1 � � � (N )a � � � (N )m ] ; (N )a =

2

6
6
6
6
6
6
4

� a 0 0

0 � a 0

0 0 � a

3

7
7
7
7
7
7
5

;

d =
�
u T

1 � � � u T
a � � � u T

m

� T
; u a = [ u1a u2a u3a ]T

and

PR = H R W T
R

with

H R =

2

6
6
6
6
6
6
6
6
6
6
6
6
6
6
4

(H R )1

...

(H R )a

...

(H R )m

3

7
7
7
7
7
7
7
7
7
7
7
7
7
7
5

; (H R )a =

2

6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
4

1 0 0

0 1 0

0 0 1

(x2a � �x2) � (x1a � �x1) 0

� (x3a � �x3) 0 (x1a � �x1)

0 (x3a � �x3) � (x2a � �x2)

3

7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
5

T
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and

W R =

2

6
6
6
6
6
6
6
6
6
6
6
6
6
6
4

(W R )1

...

(W R )a

...

(W R )m

3

7
7
7
7
7
7
7
7
7
7
7
7
7
7
5

; (W R )a =

2

6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
4

�� a 0 0

0 �� a 0

0 0 �� a

q2a � q1a 0

� q3a 0 q1a

0 q3a � q2a

3

7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
5

T

; qia =
1

2jE j

Z

@E
� anE

i dS:

Similarly, on substituting ( 34) and (36) into ( 33) leads to the following discrete version of the

projection map to extract the constant strain modes:

� Cu h = NP Cd;

where

PC = H CW T
C

with

H C =

2

6
6
6
6
6
6
6
6
6
6
6
6
6
6
4

(H C)1

...

(H C)a

...

(H C)m

3

7
7
7
7
7
7
7
7
7
7
7
7
7
7
5

; (H C)a =

2

6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
4

(x1a � �x1) 0 0

0 (x2a � �x2) 0

0 0 (x3a � �x3)

(x2a � �x2) (x1a � �x1) 0

(x3a � �x3) 0 (x1a � �x1)

0 (x3a � �x3) (x2a � �x2)

3

7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
5

T
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and

W C =

2

6
6
6
6
6
6
6
6
6
6
6
6
6
6
4

(W C)1

...

(W C)a

...

(W C)m

3

7
7
7
7
7
7
7
7
7
7
7
7
7
7
5

; (W C)a =

2

6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
4

2q1a 0 0

0 2q2a 0

0 0 2q3a

q2a q1a 0

q3a 0 q1a

0 q3a q2a

3

7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
5

T

; qia =
1

2jE j

Z

@E
� anE

i dS:

By virtue of ( 26), � P u h = � R u h + � Cu h and PP = PR + PC. For the linear elastostatic

boundary-value problem, the discrete version of the bilinear form isgiven by the virtual element

decomposition on each cell
�
see (30)

�
as follows:

aE (u h ; u h ) = aE (� Cu h ; � Cvh ) + aE (u h � � P u h ; vh � � P vh )

= vT W CH T
C aE (N T ; N ) H CW T

C d + vT (I 3m � PP )T aE (N T ; N ) ( I 3m � PP )d

= vT W CH T
C KH CW T

C d + vT (I 3m � PP )T K (I 3m � PP )d; (37)

where I 3m is the identity (3 m � 3m) matrix, with m being the number of nodes that contribute

in the cell, K is the exact sti�ness matrix, and v is a vector of arbitrary nodal coe�cients that is

associated with the displacement test functions.

Regarding the �rst term on the right-hand side of the last equality in (37), in Reference [30] it

was shown thatH T
C KH C = jE jD , whereD is the constitutive matrix for an isotropic linear elastic

material; and regarding the second term, the exact sti�ness can conveniently be replaced by an

approximate sti�ness denoted by S. Thus, the �nal expression for the sti�ness matrix associated

with the integration cell can be written as:

K E = jE jW CDW T
C + ( I 3m � PP )T S(I 3m � PP );

21



22 ORTIZ-BERNARDIN ET AL.

where

D =
E

(1 + � )(1 � 2� )

2

6
6
6
6
6
6
6
6
6
6
6
6
4

1 � � � � 0 0 0

� 1 � � � 0 0 0

� � 1 � � 0 0 0

0 0 0 2(1 � 2� ) 0 0

0 0 0 0 2(1 � 2� ) 0

0 0 0 0 0 2(1 � 2� )

3

7
7
7
7
7
7
7
7
7
7
7
7
5

;

where E is the Young's modulus and� is the Poisson's ratio.

With respect to the stability sti�ness, any choice for S that leads to a stability sti�ness that is

symmetric positive de�nite and scales like the exact bilinear forma(�; �) is su�cient [ 3]. Herein we

adopt S given as [32]

S = �
�

I 3m � H P
�
H T

P H P
� � 1

H T
P

�
= � M ; (39)

whereH P = H R + H C and � = � � trace
�
jE jW CDW T

C

�
is the scaling parameter. In this approach,

� � is a positive constant and is usually chosen by studying its inuence onthe H 1 seminorm (see

References [29, 30]).

5. PATCH TEST SATISFACTION

In this section, it is shown that the patch test is satis�ed for the pr oposed formulation. To this

end, we choose the linear elastostatic problem and impose the linear �eld u (x ) = p(x ) 2 [P(E)]d

on the entire boundary. Hence, the exact solution for the patch test must be u(x ) = p(x ). Since

p � � P p = 0, then from ( 30) and from the de�nition of a(u ; v) in ( 9), we obtain

aE (p; v) =
Z

E
� (� Cp) : " (� Cv) dx : (40)

We also note that " (� P p) = " (� R p) + " (� Cp) = " (� Cp) = " (p), where � P p = p and the fact

that rigid body motions � R p have zero strains have been used. In addition,� (� Cp) = D : " (� Cp),

22
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where D is the elastic modulus tensor, and using the preceding result, (40) can be rewritten as

aE (p; v) =
Z

E
� (p) : " (� Cv) dx : (41)

Now, sinceu (x ) = p(x ) 2 [P(E)]d is the exact solution, � (p) is a constant. Let � c denote the

constant stress �eld and observe that the strain associated with� Cv is the volume average of the

strain, i.e., " (� Cv) = "̂ (v). Thus, from (41) we get

aE (p; v) = � c :
Z

E
"̂ (v) dx = � c :

1
2jE j

Z

@E
(v 
 n E + n E 
 v) dS: (42)

The �nal step is to substitute the nodal approximation vh (x ) = � a (x )va into ( 42). We also use

the symmetry of the stress tensor and sum over all the cells to get

X

E

aE (p; vh ) =
X

E

�
1

jE j

Z

@E
B̂ T

a � c dS
�

va = f a � va ;

where

B̂ a =

2

6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
4

� anE
1 0 0

0 � anE
2 0

0 0 � anE
3

� anE
2 � anE

1 0

� anE
3 0 � anE

1

0 � anE
3 � anE

2

3

7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
5

and f a is an interior nodal force. Since the patch test produces a state of constant strains (and

stresses), all the interior nodal forces must be identically equal to zero. Therefore, for the patch test

to be satis�ed it su�ces to show that

f a =
X

E

1
jE j

Z

@E
B̂ T

a � c dS = 0; (43)

where the assembly is over all the cells that have a non-zero intersection with the support of � a .

To compute (43), we choose Gauss integration over the faces of the integration cells, and since the

23
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evaluation of B̂ a at a given interior face will arise from two adjacent cells in the assembly, the two

contributions cancel each other. Thus, the net contribution to f a from all the interior faces vanishes,

and hence (43) is satis�ed.

6. NUMERICAL EXAMPLES

Numerical examples are presented to demonstrate the consistency and stability of the maximum-

entropy meshfree method using the virtual element decomposition. We adopt the acronym MEM-

VED to refer to this method in the remainder of this section. In the computations, the following

quadrature rules are used for numerical integration over a background mesh of three-node triangular

and four-node tetrahedral cells: 1-point Gauss rule on each faceof the cell (surface Gauss point) to

compute the surface integrals that appear in the consistency andstability sti�ness matrices, and

in the stability sti�ness of the Poisson problem an additional 1-point Gauss rule within each cell

(volume Gauss point). Note that at the surface Gauss points only basis functions are computed |

derivatives are not needed.

In the standard maximum-entropy meshfree method (MEM), the sti�ness matrix contains the

usual volume integral and hence it is numerically integrated using standard Gauss integration within

each cell. The same background mesh is adopted for the MEM and MEM-VED approaches.

6.1. Poisson problem

6.1.1. Patch test. The boundary-value problem (4) is solved with f (x ) = 0 and g(x ) = 1+2 x +3 y

within a unit square. The background meshes used in the study are shown in Figure 2. Numerical

results for the relative error in the L 2 norm and the H 1 seminorm are presented in TablesI and II ,

respectively. The basis function support parameter is set to = 2 :0 in the Gaussian prior weight
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function. For the standard Gauss integration, several choices for the number of volume Gauss points

are tested. Numerical results con�rm that the patch test is met to machine precision only for the

MEM-VED scheme.

(a) (b) (c)

Figure 2: Background meshes used for the patch test on the Poisson problem. (a) Regular mesh,

(b) distorted mesh, and (c) unstructured mesh.

Table I: Relative error in the L 2 norm for the patch tests on the Poisson problem.

Method Gauss rule Regular Distorted Unstructured

MEM 1-point 1:5 � 10� 4 1:0 � 10� 2 1:1 � 10� 2

MEM 3-point 8:1 � 10� 5 9:8 � 10� 4 1:4 � 10� 3

MEM 6-point 6:4 � 10� 5 6:9 � 10� 4 1:0 � 10� 3

MEM 12-point 1:7 � 10� 5 1:9 � 10� 4 2:5 � 10� 4

MEM{VED 1-pt/1-pt 3:0 � 10� 15 3:7 � 10� 15 7:6 � 10� 15

25
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Table II: Relative error in the H 1 seminorm for the patch tests on the Poisson problem.

Method Gauss rule Regular Distorted Unstructured

MEM 1-point 1:5 � 10� 3 1:3 � 10� 1 2:0 � 10� 1

MEM 3-point 6:8 � 10� 4 1:3 � 10� 2 3:1 � 10� 2

MEM 6-point 6:6 � 10� 4 8:8 � 10� 3 2:3 � 10� 2

MEM 12-point 1:2 � 10� 4 2:2 � 10� 3 5:7 � 10� 3

MEM{VED 1-pt/1-pt 1:6 � 10� 13 1:2 � 10� 13 2:3 � 10� 13

6.1.2. Convergence. The convergence rates in theL 2 norm and H 1 seminorm are studied for the

two-dimensional Poisson problem (4). The unstructured meshes shown in Figure3 are considered

for the convergence tests. In the Poisson problem,f (x ) is chosen in accordance with the exact

solution u(x ) = 16 xy(1 � x)(1 � y). The Dirichlet boundary condition g(x ) = 0 is imposed on the

entire boundary of the domain.

(a) (b) (c) (d)

Figure 3: Sequence of background meshes used for the convergence study on the Poisson problem.
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As a �rst test, we compare the convergence rates that are delivered by the MEM using various

standard Gauss integration rules and the MEM-VED approach. The support parameter of the

maxent basis functions is set to = 2 :0. The optimal rates of convergence are 2 and 1 in theL 2

norm and the H 1 seminorm, respectively. Figure4 depicts the convergence rates for both the MEM

and the MEM-VED approaches, and the reference rates for the classical three-node FE triangle. It

is observed that the optimal rate of convergence is delivered by the MEM-VED approach in the L 2

norm, and in the H 1 seminorm the convergence rate is higher than the optimal rate of 1, which is,

however, not surprising since this rate in meshfree methods can beimproved because the support

of the meshfree basis function is larger than its �nite element counterpart.

For the MEM method, the convergence rate in theL 2 norm is suboptimal for 1-point Gauss rule,

and with 3-point rule the accuracy is improved and the convergencerate becomes optimal. On the

other hand, the convergence rate in theH 1 seminorm is suboptimal for 1- to 6-point Gauss rules;

a 12-point Gauss rule is needed to recover the optimal rate with accuracy that is comparable to

the MEM-VED approach. It is also evident from these plots that the accuracy of the MEM-VED

approach is superior to the accuracy of the classical three-nodeFE triangle.

The e�ect of the support size of the nodal basis function on the convergence rates is investigated.

Three values for  are considered. The resulting rates of convergence are providedin Figure 5,

where it is observed that optimal convergence rates (L 2 and H 1) are delivered by the MEM-VED

scheme for all three values of .

6.2. Linear elastostatics

6.2.1. Two-dimensional patch test. We solve the boundary-value problem (8) with b = 0 and

g = f x1 x1 + x2gT prescribed along the entire boundary. Plane strain condition is assumed with
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Figure 4: Rates of convergence for the Poisson problem. (a)L 2 norm and (b) H 1 seminorm. Optimal

rates of 2 and 1 in theL 2 norm and the H 1 seminorm, respectively, are delivered by the MEM-VED

approach. For the MEM approach to exhibit optimal rates with accuracy that is comparable to the

MEM-VED approach, 3-point Gauss rule (L 2 norm) and 12-point Gauss rule (H 1 seminorm) are

needed.
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Figure 5: Rates of convergence of the MEM-VED scheme for the Poisson problem. Three values

for the support parameter  are chosen in the Gaussian prior weight function. For all cases, the

MEM-VED method delivers optimal convergence rates in theL 2 norm and the H 1 seminorm.

the following material parameters: E = 1 � 107 and � = 0 :3. The background meshes used in this

study are the same meshes that were used in the patch test for the Poisson problem (see Figure2).

The basis function support parameter is set to = 2 :0 in the Gaussian prior weight function.

Numerical results for the relative error in the L 2 norm and the H 1 seminorm are presented in

Tables III and IV , respectively. For Gauss integration, several choices for the number of volume

Gauss points are tested. Numerical results con�rm that the patch test is met to machine precision

only for the MEM-VED scheme.

6.2.2. Three-dimensional patch test. The boundary-value problem (8) is solved with b = 0 and

g = f x1 x1 + x2 x1 + x2 + x3gT applied along the entire boundary. The material parameters
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Table III: Relative error in the L 2 norm for the two-dimensional elastostatic patch tests.

Method Gauss rule Regular Distorted Unstructured

MEM 1-point 4:7 � 10� 4 3:0 � 10� 2 2:6 � 10� 2

MEM 3-point 1:8 � 10� 4 2:8 � 10� 3 3:8 � 10� 3

MEM 6-point 1:9 � 10� 4 1:2 � 10� 3 1:4 � 10� 3

MEM 12-point 3:2 � 10� 5 5:8 � 10� 4 7:2 � 10� 4

MEM{VED 1-pt/1-pt 8:7 � 10� 15 1:7 � 10� 13 2:5 � 10� 13

Table IV: Relative error in the H 1 seminorm for the two-dimensional elastostatic patch tests.

Method Gauss rule Regular Distorted Unstructured

MEM 1-point 2:2 � 10� 3 2:1 � 10� 1 2:7 � 10� 1

MEM 3-point 9:7 � 10� 4 1:9 � 10� 2 4:2 � 10� 2

MEM 6-point 8:4 � 10� 4 6:5 � 10� 3 1:5 � 10� 2

MEM 12-point 1:5 � 10� 4 3:4 � 10� 3 7:7 � 10� 3

MEM{VED 1-pt/1-pt 9:2 � 10� 14 5:2 � 10� 13 1:0 � 10� 12
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are set to E = 1 � 107 and � = 0 :3. The background meshes considered in this study are shown

in Figure 6. The basis function support parameter is set to = 2 :0 in the Gaussian prior weight

function. The relative error in the L 2 norm and the H 1 seminorm for the numerical solution are

(a) (b) (c)

Figure 6: Background meshes used for the three-dimensional patch test on the linear elastostatic

boundary-value problem. (a) Regular mesh, (b) distorted mesh, and (c) unstructured mesh.

presented in TablesV and VI , respectively. For Gauss integration, several choices for the number

of volume Gauss points are tested. Numerical results con�rm thatthe patch test is met to machine

precision only for the MEM-VED scheme.

6.2.3. Cantilever beam. The convergence upon mesh re�nement is studied on a cantilever beam of

unit thickness subjected to a parabolic end loadP. Figure 7 presents the geometry and boundary

conditions. The sequence of unstructured meshes used in the study are shown in Figure 8. Plane

strain condition is assumed. The essential boundary conditions on the clamped edge are applied
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Table V: Relative error in the L 2 norm for the three-dimensional elastostatic patch tests.

Method Gauss rule Regular Distorted Unstructured

MEM 1-point 6:5 � 10� 3 3:6 � 10� 2 5:5 � 10� 2

MEM 4-point 8:4 � 10� 4 6:6 � 10� 3 1:5 � 10� 2

MEM 10-point 1:1 � 10� 4 2:4 � 10� 3 5:7 � 10� 3

MEM 24-point 1:6 � 10� 3 2:7 � 10� 3 2:8 � 10� 3

MEM{VED 1-pt/1-pt 1:0 � 10� 13 1:4 � 10� 13 1:6 � 10� 12

Table VI: Relative error in the H 1 seminorm for the three-dimensional elastostatic patch tests.

Method Gauss rule Regular Distorted Unstructured

MEM 1-point 3:9 � 10� 2 3:8 � 10� 1 7:1 � 10� 1

MEM 4-point 5:4 � 10� 3 7:6 � 10� 2 2:3 � 10� 1

MEM 10-point 6:6 � 10� 4 2:6 � 10� 2 8:8 � 10� 2

MEM 24-point 1:2 � 10� 2 2:6 � 10� 2 4:9 � 10� 2

MEM{VED 1-pt/1-pt 4:5 � 10� 13 6:1 � 10� 13 7:7 � 10� 12
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according to the analytical solution given by Timoshenko and Goodier[33]:

ux = �
P y
6 �EI

�
(6L � 3x)x + (2 + �� )y2 �

3D 2

2
(1 + �� )

�
;

uy =
P

6 �EI

�
3��y 2(L � x) + (3 L � x)x2�

;

where �E = E=
�
1 � � 2

�
with the Young's modulus set to E = 107 psi and �� = �= (1 � � ) with

the Poisson's ratio set to � = 0 :3; L = 8 in. is the length of the beam, D = 4 in. is the height of

the beam, and I is the second-area moment of the beam section. The total load on the traction

boundary is P = � 1000 lbf.

y

P

L

D
x

Figure 7: Model geometry and boundary conditions for the cantilever beam problem.

In order to set the scaling parameter in the stability sti�ness, a sensitivity analysis of � � in the

H 1 seminorm is performed over the background mesh shown in Figure8(c). The basis function

support parameter is set to  = 2 :0 in the Gaussian prior weight function. The sensitivity analysis

is shown in Figure9, where a minimum is attained at around � � = 10 � 4. Smaller values for� � give

almost the same error. The reference error value for the three-node FE triangle is also shown in the

plot. � � = 10 � 4 is adopted in the remainder of this example.
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(a) (b) (c) (d)

Figure 8: Sequence of background meshes used for the convergence study on the cantilever beam

problem.
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Figure 9: Cantilever beam problem. Sensitivity analysis of� � in the H 1 seminorm.

The next study is devoted to comparing the convergence rates that are delivered by the MEM

using various standard Gauss integration rules and the MEM-VED approach upon mesh re�nement.

Results for the three-node FE triangle are also shown for reference purposes. Convergence plots are

shown in Figure 10. From Figure 10(a), we observe that theL 2 rate using the MEM-VED scheme is

optimal, whereas the MEM needs a 3-point Gauss rule to deliver the optimal rate with comparable
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accuracy. The convergence rates in theH 1 seminorm are shown in Figure10(b), where it is observed

that the MEM-VED approach delivers a convergence rate that is higher than the optimal rate of 1,

which is, however, not surprising since the convergence rate in meshfree methods can be a�ected by

the support size of the basis functions. The support size is controlled by the parameter  , which in

this example was set to 2:0. On the other hand, the convergence for the MEM behaves erratically for

1- and 3-point Gauss rule with poor accuracy; a 6-point Gauss rule isneeded to recover the optimal

rate with an accuracy comparable to MEM-VED approach. It is also evident from these plots that

the accuracy of the MEM-VED method is superior to the accuracy of the classical three-node FE

triangle.

A �nal study is performed to investigate the e�ect of the support size of the nodal basis function.

Three values are considered for . The resulting rates of convergence are provided in Figure11,

where it is observed that the convergence rates in theL 2 norm and H 1 seminorm are optimal for

all three values of  .

6.2.4. Pressurized thick-walled cylinder. Rates of convergence are studied for the problem of a

pressurized thick-walled cylinder. Figure 12 depicts the geometry and boundary conditions. The

sequence of unstructured meshes used in the study are shown in Figure 13. The cylinder is assumed

to be su�ciently long so that plain strain conditions are valid. The exac t solution to this problem

is obtained from the analytical solution in the radial direction and is given by [34]

ur =
(1 + � )r 2

i p
E(r 2

o � r 2
i )

�
r 2

o

r
+ r (1 � 2� )

�
;

where r i � r � ro is the radius of thick-walled cylinder with r i = 3 in. and ro = 9 in; the Young's

modulus is set to E = 1000 psi and the Poisson's ratio to � = 0 :3. The internal pressure is set to

p = 1 psi.
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Figure 10: Rates of convergence for the cantilever beam problem.Optimal rates of 2 and 1 in

the L 2 norm and the H 1 seminorm, respectively, are delivered by the MEM-VED approach. The

convergence in theH 1 seminorm behaves erratically for the MEM method using 1- and 3-point

Gauss rules due to integration errors; a 6-point Gauss rule is needed to recover the optimal rate.
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Figure 11: Rates of convergence for the cantilever beam problem using the MEM-VED scheme.

Three values for the support parameter are chosen in the Gaussian prior weight function. Optimal

convergence rates in theL 2 norm and the H 1 seminorm are obtained for all three cases.

To set the scaling parameter in the stability sti�ness, a sensitivity analysis of � � in the H 1

seminorm is performed over the background mesh shown in Figure13(d). The basis function support

parameter is set to = 2 :0 in the Gaussian prior weight function. The sensitivity analysis is shown

in Figure 14, where a minimum is attained at around � � = 10 � 4. Smaller values for� � give almost

the same error. The reference error value for the three-node FE triangle is also shown in the plot.

� � = 10 � 4 is adopted in the remainder of this example.

We compare the convergence rates that are delivered by the MEM for various standard Gauss

integration rules and the MEM-VED approach. Results for the three-node FE triangle are also

included for reference purposes. The basis function support parameter is set to  = 2 :0 in the

Gaussian prior weight function. Figure 15 presents the convergence rates for the MEM and the
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p

r

r

i

o

Figure 12: Model geometry and boundary conditions for the pressurized thick-walled cylinder

problem.

(a) (b) (c) (d) (e)

Figure 13: Sequence of background meshes used for the convergence study on the pressurized thick-

walled cylinder problem.

MEM-VED approaches, and the three-node FE triangle. It is observed that the optimal rates of

convergence are delivered by the MEM-VED approach in both theL 2 norm and the H 1 seminorm.

On the other hand, for the MEM approach, the convergence in theH 1 seminorm is erratic for 1-

and 3-point Gauss rules, and 6-point rule is needed to recover the optimal convergence rate. A
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Figure 14: Pressurized thick-walled cylinder problem. Sensitivity analysis of � � in the H 1 seminorm.

similar trend is observed for the L 2 norm. It is also evident that the MEM approach with 1-point

and 3-point rules is less accurate than the MEM-VED scheme. The superior accuracy exhibited by

the MEM-VED approach over the classical three-node FE triangle isalso evident in these plots.

A study to investigate the e�ect of the support size of the nodal basis function is conducted.

Three values are considered for . The rates of convergence are provided in Figure16, where it is

observed that the optimal rates of convergence are delivered bythe MEM-VED scheme in both the

L 2 norm and the H 1 seminorm for the three values of .

6.2.5. In�nite elastic stratum. As the last example, we consider the problem of an in�nite elastic

stratum subjected to a uniform pressure on the top surface as shown in Figure 17. In addition, the

gravitational �eld of magnitude g = 9 :8 m/s2 acts over the stratum. The height of the stratum

is h = 1 m and the uniform pressure is q = 106 Pa. Given the in�nite length along the x and z
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Figure 15: Rates of convergence for the pressurized thick-walledcylinder problem. Optimal rates of

convergence are delivered by the MEM-VED approach in theL 2 norm and the H 1 seminorm. The

convergence in theH 1 seminorm is erratic for the MEM approach due to integration errors.
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Figure 16: Rates of convergence for the MEM-VED scheme for theproblem of a pressurized thick-

walled cylinder. Three values for the support parameter are chosen in the Gaussian prior weight

function. Optimal rates of convergence are obtained for all three cases.

directions, the stratum is cut through the planes (3; y; z) and (x; y; 3), which results in an analysis

domain whose dimensions are 3� 1 � 3. We consider a sequence of unstructured meshes, which is

shown in Figure 18. The exact solution for this problem is obtained from Reference [16]:

ux = uz = 0 ;

uy =
(1 + � )(1 � 2� )

E (1 � � )

�
� qy �

�g
2

�
h2 � (h � y)2� �

;

where the Young's modulus isE = 4 � 107 Pa, the Poisson's ratio � = 0 :3, and the density of the

stratum is � = 1900 kg/m 2. The exact solution ux = 0 is applied on the boundary at x = 3 and

the exact solution uz = 0 on the boundary at z = 3. Although the in�nite elastic stratum can be

readily solved using a one-dimensional model, it illustrates the large errors that are introduced by
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the standard Gauss integration in three dimensions.

q

xz

y

inf
inf

h

Figure 17: Model geometry and boundary conditions for the in�nite elastic stratum problem.

As in the previous examples, the scaling parameter in the stability sti�ness is set after performing

a sensitivity analysis of � � in the H 1 seminorm. The background mesh that is shown in Figure18(c)

is used in the analysis. The basis function support parameter is chosen as = 2 :0 in the Gaussian

prior weight function. The sensitivity analysis is shown in Figure 19, where a minimum is attained

at around � � = 10 � 4. Smaller values for� � give almost the same error. The reference error value

for the four-node FE tetrahedron is also shown in the plot.� � = 10 � 4 is adopted in the remainder

of this example.

A study is conducted to compare the convergence rates that aredelivered by the MEM using

various standard Gauss integration rules and the MEM-VED formulation upon mesh re�nement.

The basis function support parameter is set to = 2 :0 in the Gaussian prior weight function.

Figure 20 presents the convergence rates for both the MEM and the MEM-VED approaches, and

the four-node FE tetrahedron. It is observed that the optimal rates of convergence are delivered by
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(a) (b) (c)

(d) (e) (f)

Figure 18: Sequence of background meshes used for the convergence study on the in�nite elastic

stratum problem.

the MEM-VED formulation in both the L 2 norm and the H 1 seminorm. For the MEM approach,

not only is the convergence erratic for the complete sequence of Gauss rules (even a 24-point Gauss

rule is inadequate), but it also exhibits poor accuracy. This is a somewhat expected behavior since

integration errors are signi�cantly more pronounced in three dimensions [20]; and when comparing

the MEM-VED approach with the classical four-node FE tetrahedron, superior accuracy is exhibited

by the former. We emphasize that in three dimensions, the MEM-VED formulation only needs a

total of four Gauss points to evaluate basis function | derivatives are not needed | on the faces of

the cell, which can be exploited for computational e�ciency. Figure 21 provides the computational

cost of the proposed MEM-VED formulation and the MEM approach using various standard Gauss
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Figure 19: In�nite elastic stratum problem. Sensitivity analysis of � � in the H 1 seminorm.

integration rules. It is observed that for the same CPU time the MEM-VED approach o�ers much

better accuracy than all the MEM cases. It is also observed that the computational cost of the MEM-

VED approach is about the same as the computational cost of the MEM with 4-point standard

Gauss rule, but its accuracy is far superior. Hence, this example reveals the better performance of

the proposed MEM-VED formulation over the standard MEM approach.

Finally, three values for  are considered to study the e�ect of the support size of the nodal basis

function in three dimensions. The resulting rates of convergence are provided in Figure 22, where it

is observed that the optimal rates of convergence are delivered by the MEM-VED scheme in both

the L 2 norms and the H 1 seminorm for all three values of .

6.2.6. Numerical stability. To assess the stability of the proposed meshfree method using the

virtual element decomposition, eigenvalue analyses are performedin linear elastostatics using the
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Figure 20: Rates of convergence for the in�nite elastic stratum problem. The MEM-VED method

delivers the optimal rates of convergence in theL 2 norm and the H 1 seminorm. For the MEM

method, integration errors lead to erratic convergence and pooraccuracy.
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Figure 21: Computational cost of the meshfree schemes in the in�nite elastic stratum problem. The

computational cost of the MEM-VED approach is about the same asthe computational cost of the

MEM with 4-point standard Gauss rule, but its accuracy is far superior.

data of the in�nite elastic stratum problem (see Section6.2.5). The basis function support parameter

is chosen as = 2 :0. The three-dimensional eigenvalue analyses deliver six zero eigenvalues for both

the MEM and MEM-VED methods, which correspond to the six normal rigid body modes. The

three mode shapes that follow the six rigid body modes are depicted inFigure 23. Figures 23(a){ (c)

depict the mode shapes for MEM with 1-point Gauss rule and Figures23(d){ (f) for MEM with

24-point Gauss rule. Although the sixth and seventh mode shapes look smooth for both MEM cases,

the stability issue due to integration errors in the standard Gauss integrated sti�ness appears in the

ninth mode. In stark contrast, Figures 23(g){ (i) show the smooth mode shapes that are obtained
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Figure 22: Rates of convergence of the MEM-VED method for the in�nite elastic stratum problem.

Three values for the support parameter are chosen in the Gaussian prior weight function. The

MEM-VED approach delivers the optimal rates of convergence forall three cases.

in the MEM-VED approach.

7. CONCLUDING REMARKS

In this paper, a new methodology for meshfree Galerkin methods that precludes integration

errors was presented. Maximum-entropy meshfree basis functions were adopted, and the stability

and consistency of the numerical solution are inherited by appealingto the virtual element

decomposition [3]. We referred to this new approach as MEM-VED. In the MEM-VED fo rmulation,

a new sti�ness matrix is realized as the summation of a consistency sti�ness and a stability sti�ness.

The sti�ness matrix is then used in the weak form. Several numerical examples were presented for
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Figure 23: Three dimensional eigenvalue analyses. Depiction of the three mode shapes that follow

the six rigid body modes. (a)-(c) MEM (1-pt), (d)-(f) MEM (24-pt ), (g)-(i) VEM-VED.

the Poisson and linear elastostatic problems using Delaunay tessellations (three-node triangles and

four-node tetrahedra) as background cells for numerical integration of the sti�ness matrix.

The numerical examples were tailored to compare the performanceof the MEM-VED approach

and the standard MEM. In the MEM-VED formulation, the integratio n of the consistent and

stability sti�ness matrices requires 1-point Gauss rule per face of the cell and only involves the

evaluation of basis functions (no derivatives are needed); and dueto the particular choice adopted

in the construction of the stability sti�ness in the Poisson problem, an additional 1-point Gauss
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rule in the interior of the cell is required for the integration of this st i�ness. The numerical results

reveal that only the MEM-VED approach provides patch test satisfaction to machine accuracy.

In the standard MEM, the convergence rates are problem dependent as summarized as follows:

in the two-dimensional Poisson problem, 3-point Gauss rule was required to obtain the optimal

rate of convergence in theL 2 norm and 12-point Gauss rule for optimal convergence in theH 1

seminorm; in the cantilever beam problem, 3-point Gauss rule was required to obtain the optimal

rate of convergence in theL 2 norm and 6-point Gauss rule for optimal convergence in theH 1

seminorm; in the two-dimensional pressurized thick-walled cylinder,6-point Gauss rule was needed

to obtain the optimal convergence rates in both theL 2 norm and H 1 seminorm. In three dimensions,

the inaccuracies that are introduced by the quadrature errors were manifested by large errors and

erratic convergence | even an expensive 24-point Gauss rule proved to be insu�cient. On the

other hand, the MEM-VED formulation delivered the optimal rates o f convergence in two and

three dimensions. Finally, we conducted numerical eigenvalue analyses to establish the stability of

the three-dimensional MEM-VED formulation.

APPENDIX A: ON THE CHOICE FOR THE PROJECTION OPERATOR

We briey explain the particular form of the projection operator ch osen in the Poisson problem.

The procedure is given in Reference [31]. We start by showing that ( 17a) can be obtained from (15).

Sincep 2 P (E), its gradient is a constant vector, and therefore (15) becomes

jE jr p � r �u = r p �
Z

E
r u dx : (46)

The constant part of p leads to the equality 0 = 0 in (46) (and thus in ( 15)) leading to its

indeterminancy. To �x this, we �rst consider the linear monomials p1 = f x1 x2 x3gT and the
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constant monomial is treated separately. On replacingp = p1 into ( 46) and applying the divergence

theorem yields

r �u =
1

jE j

Z

E
r u dx =

1
jE j

Z

@E
un dS = g(u): (47)

Hence, the following projection veri�es (47):

�u = x � g(u) + c; (48)

where c is a constant function that depends onu. This means that (48) is de�ned up to a constant

and explains why the constant monomial needs to be treated separately. To �nd c, we need a

projection operator onto constants de�ned as

� 0 : W(E) ! IR; � 0 (�u � u) = 0 8u 2 W (E): (49)

A typical choice for � 0 is given by [31]

� 0u =
1
N

NX

J =1

u(x J ); (50)

which is the same as the mean value ofu over the vertices of the integration cell computed

through (12). Now, we apply (49) to ( 48) to obtain:

� 0(�u ) = � 0(x ) � g(u) + � 0c = � 0u: (51)

Due to the de�nition of � 0 in (50) and that c is a constant function, � 0c = c. Also, � 0u = �u

and � 0(x ) = �x, where the bared quantities are exactly as de�ned in (12). By using the preceding

equalities, the constant function c can be obtained from (51) as follows:

c = � 0u � � 0(x ) � g(u) = �u � �x � g(u): (52)

Finally, on substituting ( 52) into ( 48) leads to

�u = ( x � �x ) � g(u) + �u; (53)
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which is the choice given in (17a).

Equation (53) also satis�es (14) since

�p 1 = ( x � �x ) � g(p1) + �p1 = I (x � �x ) + �x = x = p1;

where g(p1) = I has been used by virtue of (47).
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