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Abstract

In this paper, we present an exact integration scheme to compute highly oscillatory integrals that
appear in the solution of the two-dimensional Helmholtz problem using the planewave-enriched
partition of unity finite element method. In the proposed scheme, such oscillatory integrals are
computed by a recursive application of the divergence theorem, eventually expressing the integrals
in terms of evaluations of the corresponding integrands at the nodes of the finite element mesh.
The number of such function evaluations is independent of the wave number k, which permits
the scheme to be used for arbitrary high values of k. We consider finite element meshes with
unstructured triangular and structured rectangular elements, and present numerical results for three
canonical benchmark Helmholtz problems to demonstrate the accuracy and efficacy of the method.

Keywords: Helmholtz equation, planewave enrichment, partition of unity finite element method,
highly oscillatory integrals, divergence theorem, exact integration

1. Introduction

In the field of computational acoustics and electrodynamics, the problem of time harmonic
wave scattered by bounded obstacles is of central importance. In mathematical physics this phe-
nomenon is condensed in the framework of scattering theory. Scattering theory also finds its use in
many applied disciplines such as: medical and seismic imaging, nondestructive testing, radar cross-
section prediction, acoustic noise barrier, waveguides, etc. Use of high frequency time-harmonic
waves offers distinct advantages in these applications, resulting in a proportionate time-harmonic
response. The spatially varying component of this time-harmonic response is governed by the
Helmholtz equation.

Consider a problem domain Ω ⊂ IR2 with x ≡ (x, y) ∈ Ω and time t ∈ [0,T ] ⊂ R+. Also
let ψ(x, t) = u(x)e−iωt be a time-harmonic propagating disturbance with i =

√
−1, angular fre-

quency ω, and complex-valued spatially varying component u(x). The scalar Helmholtz equation
(in homogeneous form) governing u(x) is:

− ∇2u(x) − k2u(x) = 0, (1)

where k = ω/c is the constant wave number with c denoting the wave velocity.
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Galerkin finite element method (FEM) is one of the most popular schemes to numerically solve
the Helmholtz problem. For the Helmholtz equation in (1), it is well-known [1, 2] that the robust-
ness of Galerkin FEM is compromised for higher values of k. This non-robust behavior is due to
the so-called pollution effect. Moreover, for the Helmholtz equation (1), on a domain with char-
acteristic length L and wavelength λ = 2π/k, the dimensionless parameter λ/L dictates the nature
of the solution: λ/L >> 1 induces oscillations. Accurate representation of such oscillatory solu-
tions using piecewise-polynomial finite element approximation spaces demands refined meshes.
Typically, in one-dimension, Galerkin FEM adopts the convention of h ≈ λ/10 [3], where h is the
representative element size. This requires a large number of degrees of freedom in the high wave
number regime (k >> 1), and hence to reduce computational costs high-order numerical schemes
are used.

Several high-order schemes have been proposed over the past two decades to solve (1). Most
of these methods are based on the use of non-polynomial oscillatory basis functions that augment
the piecewise polynomial finite element (FE) approximation space. Among these, we can mention:

1. Galerkin least-squares finite element method (GLS) [4],
2. partition of unity finite element method (PUFEM) [5–7] or the generalized finite element

method (GFEM) [8–10],
3. ultra-weak variational formulation (UWVF) [11, 12],
4. discontinuous enrichment method (DEM) [13, 14],
5. particle partition of unity method (P-PUM) [15, 16],
6. plane wave discontinuous Galerkin (PWDG) method [17], and
7. planewave virtual element method (PW-VEM) [18]

as some of the most promising methods. The PUFEM/GFEM offers the advantages of inter-
element continuity of the interpolated variables, and is a superset of the underlying FE approx-
imation space. In these methods, the FE approximation space is enriched with special, problem-
dependent, non-polynomial or Fourier basis set. For the Helmholtz equation in two dimensions,
the most frequently used enrichment functions are the system of planewaves. In polar coordinates,
these functions are represented as:

exp
(
ikr cos(θ − θn)

)
; n = 0, 1, . . . , (2)

where the angles θn ∈ [0, 2π] represent the different directions of propagation of these planewaves.
The planewaves are pasted locally on the FE mesh using set of nodally defined and compactly
supported partition-of-unity (PU) functions. For a wave number k, planewave enrichments are
more conveniently represented in Cartesian coordinates as [5, 8, 19]{

ψn
k,q = exp

[
ik
(
x cos

2πn
q

+ y sin
2πn

q

)]}q−1

n=0

, (3)

where q is the number of enrichment functions at a given node of the FE mesh. Due to the presence
of oscillatory basis functions, the stiffness matrix that stems from the PUFEM contains several
oscillatory integrals of the form:

I[m,n] =

∫
Ω

xmyn exp(ikn · x) dx, kn = k(cos θn e1 + sin θn e2) (4)
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for a planewave enrichment function pointing at an angle θn with respect to some reference direc-
tion and with {ei}

2
i=1 denoting unit vectors along the coordinate directions. Accurate and efficient

evaluation of such integrals is crucial to the success of the planewave-enriched PUFEM.
Interpolatory quadrature schemes assume an underlying polynomial representation of the oscil-

latory integrand in (4). Such a representation is only accurate for moderate values of k. However,
for k >> 1 (see Fig. 1), the integrand in (4) becomes highly oscillatory. Adopting existing inter-
polatory quadrature schemes leads to use of large number of quadrature points. In d-dimensions,
due to the Cartesian product construction of interpolatory cubature, O(Nd) function evaluations are
required. This is popularly known as the curse of dimensionality. In Reference [20], the authors
report the use of up to 120 × 120 Gauss quadrature points per element in two dimensions. Of-
ten, this entails greater computational cost than that of solving the system of linear equations, and
hence use of interpolatory cubature rules for high wave number Helmholtz problem compromises
the efficiency of the PUFEM.

Figure 1: Oscillatory integrand: real part of x2y2 exp(ik ·x) on the biunit square with k = 50 [cos(π/4) e1 +sin(π/4) e2].

Numerical computation of highly oscillatory integrals is an active area of research. The prob-
lem of computing an integral of the form

I[ f , ω] =

∫
Ω

f (x) exp(iωg(x)) dx, (5)

where Ω ⊂ IRd, f and the oscillator g are non-oscillatory, smooth functions, has far-reaching
applications beyond the PUFEM. The generic techniques to compute (5) fall within three broad
categories, namely asymptotic methods, Filon-type methods [21, 22], and Levin-type collocation
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methods [23]. For a comprehensive overview of such integrals, the reader is referred to Refer-
ences [24–26] and the references therein. In the context of planewave-enriched PUFEM, the issue
of accurate numerical integration has been discussed in References [6, 27]. Ortiz and Sanchez [28]
presented a method where the oscillatory integrands are rotated using a unitary transformation
to obtain an equivalent one-dimensional oscillatory integrand. Bettes et al. [29] devised a semi-
analytical integration scheme, which is based on considering finite number of terms in the infinite
series expansion of the exponential terms. The scheme is compared to Gauss quadrature points in
the range of 1–120. In this paper, we draw on the scheme developed in References [30, 31] for
integrating homogeneous functions over a polytope using the generalized Stokes’s theorem. We
devise a scheme to extend this to the more involved case of oscillatory integrals of the form (4).

The remainder of this paper is organized as follows. In Section 2, we present the exact inte-
gration scheme and demonstrate its efficacy. Then in Section 3, we describe the essentials of the
PUFEM to solve the Helmholtz problem. In Section 4, we derive the oscillatory integrals that
appear in the system matrices of the PUFEM, and the implementational aspects of the method are
discussed in Section 4.1. For rectangular finite elements, we show the advantages of using the par-
ent coordinate system to incorporate the new scheme. In Section 5, we demonstrate the capabilities
of the proposed scheme by solving three canonical Helmholtz problems borrowed from scattering
theory, and close with some final remarks in Section 6.

2. Exact scheme to compute oscillatory integrals

In this section we present an exact analytical scheme to compute integrals of the type shown
in (4). The relevant derivations are given for the two-dimensional case.

2.1. Arbitrary polygon
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Figure 2: Simple polygon P.

Referring to Fig. 2, consider the closed polygon P ⊂ IR2 that is defined by its N vertices
(x1, y1), . . . , (xN , yN). We use ∂P to denote the boundary of P, which is defined by N bound-
ary edges F1, . . . , FN . The boundary edge F j is formed by connecting the vertices (x j, y j) and
(x j+1, y j+1) and we set (xN+1, yN+1) ≡ (x1, y1) to form the closed polygon. The boundary edge F j is
represented by the linear relation

a j · x = b j (6)
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for some vector a j and scalar b j that are dependent on (x j, y j) and (x j+1, y j+1). Now, consider (4)
once again and let

g(x) ≡ g(x, y) = xmyn exp(ikn · x) (7)

with its gradient given by

∇g = ikng + mxm−1yn exp(ikn · x) e1 + nxmyn−1 exp(ikn · x) e2. (8)

For the polygonal domain P, (4) becomes

IP
[m,n] =

∫
P

g dx. (9)

We now introduce the divergence theorem in the following form:∫
P

(∇ · X)g dx +

∫
P

X · ∇g dx =

∫
∂P

(X · n)g dΓ =

N∑
j=1

∫
F j

(X · nj)g dΓ, (10)

where X is an arbitrary vector field defined in P, dΓ is the differential line element on ∂P, and n
is the unit outward normal vector on ∂P. Furthermore, we note that nj = a j/‖a j‖ (see Fig. 2), the
normal to the boundary edge F j. Now, referring to (10), we let X = ζ = ζ1 e1 + ζ2 e2 be a constant
vector field. With this and using (8), (10) simplifies to

iζ · kn

∫
P

g dx+mζ1

∫
P

xm−1yn exp(ikn · x) dx+nζ2

∫
P

xmyn−1 exp(ikn · x) dx =

N∑
j=1

(
ζ ·

a j

‖a j‖

) ∫
F j

g dΓ.

Rearranging the last equation and using the definition of g from (7) yields

iζ · kn

∫
P

xmyn exp(ikn · x) dx =

N∑
j=1

(
ζ ·

a j

‖a j‖

) ∫
F j

xmyn exp(ikn · x) dΓ

− mζ1

∫
P

xm−1yn exp(ikn · x) dx

− nζ2

∫
P

xmyn−1 exp(ikn · x) dx.

(11)

At this point, we introduce the notation

I
F j

[m,n] =

∫
F j

g dΓ =

∫
F j

xmyn exp(ikn · x) dΓ, (12)

so that (11) is rewritten as

IP
[m,n] =

1
iζ · kn

[ N∑
j=1

(
ζ ·

a j

‖a j‖

)
I

F j

[m,n] − mζ1I
P
[(m−1),n] − nζ2I

P
[m,(n−1)]

]
. (13)
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In (13), observe that to compute IP
[m,n] one must compute two similar oscillatory domain in-

tegrals IP
[(m−1),n] and IP

[m,(n−1)] over the polygon P along with N oscillatory line integrals IF j

[m,n]
( j = 1, . . . ,N) on the respective bounding edges F j. This recursive structure is exploited in the
present work and is presented in Algorithm 1. The termination condition of the recursion to com-
pute the domain integral is achieved when

IP
[0,0] =

∫
P

exp(ikn · x) dx

is reached. Next, we describe the computation of IP
[0,0] as well as all the line integrals of the form

I
F j

[p,q] generated at every level of recursion, namely p = m, (m − 1), . . . , 0 and q = n, (n − 1), . . . , 0.

2.1.1. Computing IP
[0,0]

To compute IP
[0,0] we proceed along similar lines as above and also make use of the identity

∇[exp(ikn · x)] = ikn exp(ikn · x)

to obtain

IP
[0,0] =

∫
P

exp(ikn · x) dx =
1

iζ · kn

N∑
j=1

(
ζ ·

a j

‖a j‖

) ∫
F j

exp(ikn · x) dΓ. (14)

Following (12), we can write

I
F j

[0,0] =

∫
F j

exp(ikn · x) dΓ,

and (14) becomes

IP
[0,0] =

1
iζ · kn

N∑
j=1

(
ζ ·

a j

‖a j‖

)
I

F j

[0,0]. (15)

IP
[0,0] in (15) is computed using Algorithm 3.

Lastly, we point out that since ζ is an arbitrary constant vector field it is possible that ζ · kn = 0
can arise. This leads to the undesirable division-by-zero problem in (13) and (15). To avoid this
pitfall, we always choose ζ = kn/‖kn‖.

2.1.2. Computing IF j

[m,n]

We also need to compute the oscillatory line integrals IF j

[m,n] of the form shown in (12) as well
as the line integrals IF j

[0,0] appearing in (15) for j = 1, . . . ,N. To this end, we invoke a variant of
the divergence theorem in (10) to convert the line integrals to integrals on a set of measure zero.

Referring to Fig. 3, let F ji = F j
⋂

Fi be the vertex formed at the point of intersection of edges
F j and Fi. Also, let nji be the unit vector in two-dimensions that lies on F j and is normal to F ji.
This is trivially achieved as any vector passing through the vertex F ji is normal to it. A constant
unit vector field t j = (t j)1 e1 + (t j)2 e2 that lies on the edge F j is also introduced. The vector field t j

plays the same role as ζ that appears in (11).
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Figure 3: Boundaries of polygon P.

Following steps similar to those in Section 2.1, the line integrals IF j

[m,n] are then recursively
computed as

I
F j

[m,n] =
1

it j · kn

[∑
l, j

(t j · njl)
∫
F jl

xmyn exp(ikn · x) dµ − (t j)1 mIF j

[(m−1),n] − (t j)2 nIF j

[m,(n−1)]

]
. (16)

In (16),
∫

F jl

xmyn exp(ikn · x) dµ is the value of the integrand at the vertex F jl, and t j ·njl that can only

assume ±1 (see Fig. 3) provides its sign. Lastly, letting x j+1 = x j+1 e1 +y j+1 e2 and x j = x j e1 +y j e2,
the termination condition IF j

[0,0] (appears in (15) as well) is expressed as

I
F j

[0,0] =
1

it j · kn

[∑
l, j

(t j · njl)
∫
F jl

exp(ikn · x) dµ
]

=
1

it j · kn

[
exp(ikn · x j+1) − exp(ikn · x j)

]
.

(17)

The pseudo-code to implement the recursive scheme in (16) and (17) is presented in Algorithm 2.

2.1.3. Treatment of special case: t j · kn = 0
Unlike the case of (13) wherein we avoided the division-by-zero issue by carefully selecting

ζ = kn/‖kn‖, we cannot make this choice. In (16), since we have t j bound on F j and kn is
dependent on the enrichment direction, there can be degenerate cases for different choices of t j for
a given kn such that t j · kn = 0. In these cases, we resort to analytical means for evaluating IF j

[m,n].
To this end, the integral in (12) is transformed using a parameter s ∈ [0, 1]. Recall from Fig. 2
that the edge F j is formed by connecting the nodes located at (x j, y j) and (x j+1, y j+1). Hence, we
rewrite (12) in terms of the parameter s as

I
F j

[m,n] =

1∫
0

[(1 − s)x j + sx j+1]m[(1 − s)y j + sy j+1]n exp(ikn · [(1 − s)x j + sx j+1])L jds, (18)
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where Lk is the length of the boundary edge Fk. Additionally, setting ∆xk = (xk+1 − xk), ∆yk =

(yk+1 − yk), and ∆xk = ∆xk e1 + ∆yk e2, (18) simplifies to

I
F j

[m,n] =

1∫
0

(x j + s∆x j)m(y j + s∆y j)n exp(ikn · ∆x js) exp(ikn · x j)L j ds

= L j exp(ikn · x j)

1∫
0

(x j + s∆x j)m(y j + s∆y j)n exp(iK s) ds,

(19)

where K = kn · ∆x j. We use (19) on the boundary edges F j for which t j · kn = 0. But, in those
cases K = kn · ∆x j = 0 as ∆x j is always aligned along t j. This results in nullifying the oscillatory
part exp(iK s) of (19). Hence, the following simpler expression is obtained:

I
F j

[m,n] = L j exp(ikn · x j)

1∫
0

(x j + s∆x j)m(y j + s∆y j)n ds

= L j exp(ikn · x j)
m∑
α=0

n∑
β=0

[(
m
α

)(
n
β

) xαj y
β
j∆xm−α

j ∆yn−β
j

m + n − (α + β) + 1

]
.

(20)

Algorithm 1 Computation of IP
[m,n]

1: function ComputeDomainIntegral(m, n,N, {(x j, y j)}Nj=1, k, θ)
2: (xN+1, yN+1)← (x1, y1)
3: k← k(cos θ e1 + sin θ e2)
4: ζ ← k

‖k‖
5: IP

[m,n] ← 0 . initialize the domain integral
6: if m == 0 and n == 0 then
7: IP

[0,0] = ComputeExpIntegral2D({(x j, y j)}N+1
j=1 , k, ζ) . termination condition

8: IP
[m,n] ← I

P
[m,n] + IP

[0,0] return
9: else

10: temp← 0
11: for j ∈ {1, . . . ,N} do
12: Compute: nj =

a j
‖a j‖

(as appearing in (6))

13: I
F j

[m,n] = ComputeLineIntegral(m, n, (x j, y j), (x j+1, y j+1), nj, k) . compute the line integral

14: temp← temp + (ζ · nj)I
F j

[m,n]
15: end for
16: IP

[m−1,n] = ComputeDomainIntegral(m − 1, n,N, {(x j, y j)}Nj=1, k, θ) . recursion
17: IP

[m,n−1] = ComputeDomainIntegral(m, n − 1,N, {(x j, y j)}Nj=1, k, θ) . recursion

18: IP
[m,n] ←

1
i(ζ·k)

[
temp − mζ1I

P
[m−1,n] − nζ2I

P
[m,n−1]

]
19: end if
20: end function
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Algorithm 2 Computation of IF j

[m,n]

1: function ComputeLineIntegral(m, n, (x j, y j), (x j+1, y j+1), nj, k)
2: v j ← (x j+1 − x j) e1 + (y j+1 − y j) e2
3: Compute: t j =

v j
‖v j‖

4: TOL← 10−3, temp← 0
5: I

F j

[m,n] ← 0 . initialize the line integral
6: if k · t j < TOL then
7: Compute: temp1 using (20)
8: I

F j

[m,n] ← I
F j

[m,n] + temp1 return
9: else

10: x j ← x j e1 + y j e2
11: x j+1 ← x j+1 e1 + y j+1 e2
12: if m == 0 and n == 0 then
13: I

F j

[0,0] ←
1

i(t j·k)

[
exp(ik · x j+1) − exp(ik · x j)

]
. termination condition

14: I
F j

[m,n] ← I
F j

[m,n] + I
F j

[0,0] return
15: else
16: temp2← xm

j+1yn
j+1 exp(ik · x j+1) − xm

j yn
j exp(ik · x j)

17: I
F j

[m−1,n] = ComputeLineIntegral(m − 1, n, (x j, y j), (x j+1, y j+1), nj, k) . recursion

18: I
F j

[m,n−1] = ComputeLineIntegral(m, n − 1, (x j, y j), (x j+1, y j+1), nj, k) . recursion

19: I
F j

[m,n] ←
1

i(t j·k)

[
temp2 − m(t j)1I

F j

[m−1,n] − n(t j)2I
F j

[m,n−1]

]
20: end if
21: end if
22: end function

Algorithm 3 Computation of IP
[0,0]

1: function ComputeExpIntegral2D({(x j, y j)}N+1
j=1 , k, ζ)

2: temp← 0
3: IP

[0,0] ← 0 . initialize the domain integral
4: for j ∈ {1, . . . ,N} do
5: x j ← x j e1 + y j e2
6: x j+1 ← x j+1 e1 + y j+1 e2
7: v j ← (x j+1 − x j) e1 + (y j+1 − y j) e2
8: Compute: t j =

v j
‖v j‖

9: temp← 1
i(t j·k)

[
exp(ik · x j+1) − exp(ik · x j)

]
10: IP

[0,0] ← I
P
[0,0] + temp

11: end for
12: IP

[0,0] ←
1

i(ζ·k)I
P
[0,0]

13: end function

3. Helmholtz problem

In this section, we formulate the boundary-value problem corresponding to (1), and then using
its weak form, the discrete equations for the PUFE are setup.
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3.1. Strong and weak forms
We consider the exterior problem corresponding to (1), which is formulated assuming Ω to be

an unbounded domain. A typical Helmholtz problem in two dimensions often constitutes: a unit
strength incident planewave uI(x) = exp(ikpI · x), traveling along the direction given by the unit
vector pI , and scattered off the boundary ∂Ωs of a bounded scatter (obstacle) Ωs. We denote the
scattered wave by uS (x). The problem definition is schematically shown in Fig. 4.

Ωs

∂Ωs

∂Ωt

ν

ν

uI

uS

Ω

Figure 4: Problem domain Ω of a typical scattering problem in two-dimensions. ∂Ωs represents the boundary of the
scatter Ωs and ∂Ωt is the truncation boundary. uI and uS represent the incident and scattered waves, respectively. ν
denotes the unit outward normal vector to the boundary ∂Ω = ∂Ωs

⋃
∂Ωt.

In this case, the total field u(x) = uI(x) + uS (x) satisfies (1). Being a planewave, uI(x) also
satisfies (1) and so does uS (x). The exterior problem is well-posed if the scattered wave is outgo-
ing [3], i.e., the scattered wave is not reflected back from infinity. This amounts to uS satisfying
the far-field (Sommerfeld radiation) condition:

lim
r→∞

√
r
(
∂uS

∂r
− ikuS

)
= 0 (21)

where r =
√

x · x. We truncate the infinite domain of the exterior problem to a finite one for making
it amenable to finite-dimensional Galerkin-type approximations. To this end, we envelope the
scatter Ωs by the truncation boundary ∂Ωt and denote ∂Ω = ∂Ωs

⋃
∂Ωt. To replicate the outgoing

radiation condition on ∂Ωt generally an absorbing boundary condition (ABC) is imposed [3].
For scattered wave uS , the Helmholtz problem is stated as

−∇2uS − k2uS = 0 in Ω

(1 + Q)
∂uS

∂ν
+ (1 − Q)ikuS = g on ∂Ω

(22)

where ν (see Fig. 4) is the outward normal vector to ∂Ω and g is the source term defined on ∂Ω.
In (22), the constant Q ∈ C with |Q| < 1, can be tuned to generate different types of boundary
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conditions. The corresponding weak form statement of (22) is: find u ∈ H1(Ω) such that

a(w, u) = `(w) ∀w ∈ H1(Ω), where (23a)

a(w, u) =

∫
Ω

∇w∗ · ∇u dΩ − k2
∫
Ω

w∗u dΩ + ik
(
1 − Q
1 + Q

) ∫
∂Ω

w∗u dΓ (23b)

`(w) =
1

1 + Q

∫
∂Ω

w∗g dΓ, (23c)

where u and w are in general complex-valued trial and test approximations.

3.2. PUFE formulation
Use of the PUFE scheme to solve high wave number Helmholtz problem was first proposed in

Reference [5] and later extended in References [9, 10]. Typically, one starts by defining, at each
node of the FE mesh, q number of globally-supported planewave enrichment functions {ψn

k,q}
q−1
n=0

(see Fig. 6b) of the form shown in (3). These are usually uniformly spaced along the directions{[
cos

(
2πn

q

)
e1 + sin

(
2πn

q

)
e2

]}q−1

n=0

,

which represent unit vectors pointing towards the direction of propagation of these planewaves.
This is schematically shown in Fig. 5. In general, these enrichment functions need not be uniformly
spaced and not all nodes of the FE mesh are required to be enriched with the same number of
enrichment functions.

(a) (b) (c)

Figure 5: Uniformly-spaced enrichment directions at a finite element node (represented as filled, black circle) for (a)
q = 4, (b) q = 8, and (c) q = 12. The shaded regions represent the support of the nodal FE basis function.

The enrichment functions are pasted locally at each node using the finite element basis func-
tions as the partition-of-unity functions subordinate to the FE mesh (see Fig. 6a). An enrichment
function is shown in Fig. 6b and the compactly-supported partitioned enrichment function is con-
structed as the product of the FE basis function and the enrichment function (see Fig. 6c).

The PUFE approximation in element e for wave number k is:

uh
e(x) =

nel∑
a=1

Na(x)ûa +

nel∑
b=1

Nb(x)
q−1∑
n=0

ψn
k,q(x)âbn. (24)

11



(a) (b) (c)

Figure 6: Plots of basis functions. (a) Bilinear finite element basis function for a node b in the FE mesh; (b) Globally-
supported planewave enrichment function ψn

k,q for k = 20, n = 6, and q = 9; and (c) Compactly-supported non-
polynomial partitioned enrichment function.

In (24), Na(x) is the finite element shape function at node a, ûa and âbn are the degrees of
freedom corresponding to the finite element and enriched basis functions, respectively, and nel is
the number of nodes of element e. Finite-dimensional trial and test approximations of the form (24)
are substituted in the weak form (23), and using the arbitrariness of the test coefficients, the discrete
equations at the element-level are obtained. Finite element assembly procedures are used to obtain
the global stiffness matrix and load vector.

4. Oscillatory integrals in the stiffness matrix

In this section, we derive the terms that appear in the PUFE stiffness matrix. The FE mesh
consists of four-node bilinear quadrilateral or three-node linear triangular elements. We carry out
the derivations in the parent coordinate system (ξ, η). For a rectangular finite element Ωe, a point
(x, y) ∈ Ωe is transformed to Ω� = [−1, 1]2 (biunit square) or Ω4 = {ξ, η ≥ 0, ξ + η ≤ 1} (reference
triangle). The PUFE approximation uh

e in (24) is rewritten as

uh
e
(
x(ξ, η)) = N(ξ, η)ᵀûe +Φ(ξ, η)ᵀ âe (25)

where N = [N1 · · ·Nnel]ᵀ and Φ = [N1ψ
0
k,q · · · N1ψ

q−1
k,q N2ψ

0
k,q · · · Nnelψ

q−1
k,q ]ᵀ. We can write the

element stiffness matrix ke as

ke =

∫
Ω̂

 ∂N
∂ξ

∂N
∂η

∂Φ∗

∂ξ
∂Φ∗

∂η

 J−ᵀJ−1

∂Nᵀ
∂ξ

∂Φᵀ
∂ξ

∂Nᵀ
∂η

∂Φᵀ
∂η

 |J | dΩ̂ − k2
∫
Ω̂

 NNᵀ NΦᵀ

Φ∗Nᵀ Φ∗Φᵀ

 |J | dΩ̂

+ ik
(
1 − Q
1 + Q

) ∫
Γ̂

N1d Nᵀ1d N1dΦ
ᵀ
1d

Φ∗1d Nᵀ1d Φ
∗
1dΦ

ᵀ
1d

 |J |1d dΓ̂.

(26)

In (26)

Ω̂ =

Ω� for quadrilateral FE
Ω4 for triangular FE

,

where |J | is the determinant of the Jacobian of the Ωe 7→ Ω̂ transformation (J1d is the correspond-
ing Jacobian in one dimension), N1d and Φ1d are the one-dimensional counterparts of N and Φ,

12



respectively, and Γ̂ is the one-dimensional linear parent element. The element load vector fe is
given by

fe =
1

1 + Q

∫
Γ̂

g

N1d

Φ∗1d

 |J |1d dΓ̂. (27)

The element stiffness matrix ke is further partitioned into four block matrices, such that

ke =

 (ke)FE-FE (ke)PU-FE

(ke)FE-PU (ke)PU-PU

 . (28)

Note that the integrals appearing in the block matrices (ke)PU-FE, (ke)FE-PU = (k∗e)ᵀPU-FE, and (ke)PU-PU

are oscillatory in nature with the form (in the parent coordinate system)

I[m,n] =

∫
Ω̂

ξmηn exp(ik · ξ) dξ, (29)

whereas the non-oscillatory integrals in (ke)FE-FE are of the form

I[p,q] =

∫
Ω̂

ξpηq dξ. (30)

The element stiffness matrices ke and the element force vectors fe are assembled to construct the
global stiffness matrix K and the global load vector f . This results in the global system of linear
equations, which is given by

Kd = f , (31a)

K =

 (K)FE-FE (K)PU-FE

(K)FE-PU (K)PU-PU

 , (31b)

d = [û1 · · · ûN â11 â12 · · · â1q â21 · · · â2q · · · · · · âN1 · · · âNq]ᵀ, (31c)

where the stiffness matrix K has a 2× 2 block-structure and d, which contains the FE and enriched
degrees of freedom, is consistent with the block-structure in (31b).

4.1. Representation of planewave enrichments in parent coordinate system
To obtain a closed-form expression for the stiffness integrals we represent ψn

k,q in the parent
coordinate system. Additional advantages of such a representation become apparent as we carry
out the necessary derivations. To this end, let

W = [ψ0
k,q · · · ψ

q−1
k,q ]ᵀ ≡ exp

[
ik
{

x cos
(2π

q
n
)

+ y sin
(2π

q
n
)}]

where n = [0 · · · (q − 1)]ᵀ.

13



4.1.1. Biunit square
We first consider the case of the biunit square Ω� (Fig. 7). Referring to Fig. 7, let ∆x =

(xe
2 − xe

1) = (xe
3 − xe

4) and ∆y = (ye
3 − ye

2) = (ye
4 − ye

1). We only consider regular Cartesian meshes,
and therefore ∆x and ∆y are each the same for any finite element. The isoparametric formulation
for the four-node element is:

x(ξ, η) =
1
4

4∑
a=1

xe
a +

∆x
2
ξ, y(ξ, η) =

1
4

4∑
a=1

ye
a +

∆y
2
η.

Ω�

(−1,−1)

1

(1,−1)

2

(1, 1)

3

(−1, 1)

4

Ωe

(xe
1, y

e
1)

1

(xe
2, y

e
2)

2

(xe
3, y

e
3)

3

(xe
4, y

e
4)

4

∆x

∆y

ξ

η

x

y

Figure 7: Affine mapping from four-node physical element Ω� to Ωe.

Using this transformation, W is now rewritten as

W = exp
[
ik
4

{ 4∑
a=1

xe
a cos

(2π
q

n
)

+

4∑
a=1

ye
a sin

(2π
q

n
)}]

exp
[
ik
2

{
∆x ξ cos

(2π
q

n
)

+ ∆y η sin
(2π

q
n
)}]

.

(32)
Let the element dependent constant exponent in (32) be denoted by

γe
n =

[
1
4

{ 4∑
a=1

xa cos
(2π

q
n
)

+

4∑
a=1

ya sin
(2π

q
n
)}]

.

Also, let kξ;n = k∆x
2 cos

(
2π
q n

)
, kη;n =

k∆y
2 sin

(
2π
q n

)
, and kn = [kξ;n kη;n]ᵀ to rewrite (32) for enrichment

direction n as
We

n = exp(ikγe
n) exp(ikn · ξ)

for n = 0, . . . , (q − 1). Referring to (26), the derivatives of We
n can be expressed as

∂We
n

∂ξ
= ikn

ξW
e
n ,

∂We
n

∂η
= ikn

ηW
e
n

for n = 0, . . . , (q− 1). Closed-form expressions for these integrals on Ω� are given in Appendix A.
For Cartesian meshes, the components of the local wave numbers kn, i.e., kξ;n and kη;n are

independent of the nodal coordinates of the element, and only depend on k, ∆x, and ∆y. The
element-dependence is encapsulated in γe

n. This enables us to compute the required oscillatory
integrals in (26) just once for each n = 0, · · · , (q − 1) using the nodal coordinates information of
Ω�, and the components of the local wave numbers kξ;n and kη;n.
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4.1.2. Unit reference triangle
We next consider the case of the unit reference triangle Ω4 (see Fig. 8). The isoparametric

formulation for the three-node triangular element is:

x(ξ, η) = xe
1 + (xe

2 − xe
1)ξ + (xe

3 − xe
1)η, y(ξ, η) = ye

1 + (ye
2 − ye

1)ξ + (ye
3 − ye

1)η. (33)

(0, 0)

1

(1, 0)

2

(0, 1)

3

Ω△ (xe
1, y

e
1)

1

(xe
2, y

e
2)

2

(xe
3, y

e
3)3

Ωe

x

y

ξ

η

Figure 8: Affine mapping from three node physical element Ω4 to Ωe.

As in the case of Ω�, we proceed to represent the planewave enrichments in Ω4. Using the
transformation in (33), we obtain

W = exp
[
ik
{
xe

1 cos
(2π

q
n
)

+ ye
1 sin

(2π
q

n
)}]

exp
[
ik
{{

(xe
2 − xe

1) cos
(2π

q
n
)

+ (ye
2 − ye

1) sin
(2π

q
n
)}
ξ +

{
(xe

3 − xe
1) cos

(2π
q

n
)

+ (ye
3 − ye

1) sin
(2π

q
n
)}
η

}]
.

(34)
The element dependent constants

λe
ξ;n = (xe

2 − xe
1) cos

(2π
q

n
)

+ (ye
2 − ye

1) sin
(2π

q
n
)
,

λe
η;n = (xe

3 − xe
1) cos

(2π
q

n
)

+ (ye
3 − ye

1) sin
(2π

q
n
)
,

γe
n = xe

1 cos
(2π

q
n
)

+ ye
1 sin

(2π
q

n
)

are used to define the local wave numbers ke
ξ;n = kλe

ξ;n and ke
η;n = kλe

η;n. Additionally, we let
ke

n = [ke
ξ;n ke

η;n]ᵀ to rewrite (34) for enrichment direction n as

We
n = exp(ikγe

n) exp(ike
n · ξ) (35)

for n = 0, . . . , (q − 1). The partial derivatives of We
n are

∂We
n

∂ξ
= ikλe

ξ;nWe
n = ike

ξ;nWe
n ,

∂We
n

∂η
= ikλe

η;nWe
n = ike

η;nWe
n
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for n = 0, . . . , (q−1). Closed-form expressions for these integrals on Ω4 are presented in Appendix
B.

Unlike the case of Ω�, for Ω4 the local wave numbers ke
ξ;n and ke

η;n are now dependent on
the nodal coordinates of Ωe. Thus, in spite of the geometry information for the recursive algo-
rithm (Section 2) being fixed, the ξ, η components of the local wave number change for each
element. This renders computations on triangular meshes to be more expensive than those on
Cartesian meshes.

4.1.3. One-dimensional linear element
The line integrals in (26) and (27) are∫

Γ̂

N1d Nᵀ1d N1dΦ
ᵀ
1d

Φ∗1d Nᵀ1d Φ
∗
1dΦ

ᵀ
1d

 |J |1d dΓ̂,

∫
Γ̂

g

N1d

Φ∗1d

 |J |1d dΓ̂,

which are oscillatory in nature. To express these line integrals in parent coordinates, we consider
a one-dimensional linear Lagrange element Γe with nodal coordinates {xe1d

a , ye1d
a }

2
a=1. This gets

mapped to the one-dimensional two-node biunit parent element Γ̂ (see Fig. 9). The isoparametric
map yields

x(ξ) =
1
2

2∑
a=1

xe1d
a +

∆xe1d

2
ξ, y(ξ) =

1
2

2∑
a=1

ye1d
a +

∆ye1d

2
ξ. (36)

(x
e1d
1 , y

e1d
1 )

1

(x
e1d
2 , y

e1d
2 )

2

Γe

−1

1

1

2Γ̂

ξ

x

y

Figure 9: Affine mapping from biunit parent element Γ̂ to two-node physical element Γe.

In (36). ∆xe1d = xe1d
2 − xe1d

1 and ∆ye1d = ye1d
2 − ye1d

1 , and the enrichment functions W are

W = exp
[
ik
2

{ 2∑
a=1

xe1d
a cos

(2π
q

n
)

+

2∑
a=1

ye1d
a sin

(2π
q

n
)}]

exp
[
ikξ
2

{
∆xe1d cos

(2π
q

n
)

+ ∆ye1d sin
(2π

q
n
)}]

.

(37)

The element dependent constant exponent appearing in (37) is

γe1d
n =

1
2

{ 2∑
a=1

xe1d
a cos

(2π
q

n
)

+

2∑
a=1

ye1d
a sin

(2π
q

n
)}
.
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Now, we define the local wave number (a scalar) ke1d
n = k

2

{
∆xe1d cos

(
2π
q n

)
+ ∆ye1d sin

(
2π
q n

)}
to

rewrite (37) for the enrichment direction n as

We1d
n = exp(ikγe1d

n ) exp(ike1d
n ξ) (38)

for n = 0, . . . , (q − 1). As in case of Ω4, the local wave numbers ke1d
n are dependent on the nodal

coordinates of Γe. Thus, one needs to use the recursive scheme for all the elements on the boundary.
The relevant closed-form expressions for the line integrals on Γ̂ are presented in Appendix C.

Expressing the enrichments W in parent coordinate system reveals the explicit nature of the
integrals that appear in (26). These integrals take the form of (29). In the present work, we
consider linearly complete FE basis functions for which m = 0, 1, 2 and n = 0, 1, 2 in (29); use of
higher-order finite elements would increase the maximum values that m and n can assume.

5. Numerical results

First, to establish the accuracy of the new integration scheme, we compute oscillatory integrals
over the biunit square, reference unit triangle, as well as simple convex and non-convex poly-
gons. Then, we demonstrate its capabilities in the PUFEM by solving three benchmark Helmholtz
problems, which have been previously considered in the literature.

5.1. Exact integration of oscillatory functions over polygons
As an illustrative example, we compute the oscillatory integral∫

P

x2y3 exp
[
ik
{

x cos
(
π

2

)
+ y sin

(
π

2

) }]
dx dy (39)

over the polygonal domain P. The value of this integral using the new scheme is compared to
Gauss cubature and to the exact result obtained using symbolic integration in MATLAB R©.

5.1.1. Reference triangular element and biunit square
We compute the integral in (39) over the reference triangle (see Fig. 8) and the biunit square

(see Fig. 7). The results for different values of k are listed in Table 1 and Table 2. For both domains,
the new method delivers results that match the exact value of the integral.

Table 1: Numerical computation of the integral in (39) over the reference triangle.

k Gauss cubature Exact New method

10 (1.30 − 4.41 i) × 10−4 (1.30 − 4.41 i) × 10−4 (1.30 − 4.41 i) × 10−4

102 (3.82 − 1.04 i) × 10−8 (3.82 − 1.04 i) × 10−8 (3.82 − 1.04 i) × 10−8

103 (1.16 + 30.02 i) × 10−7 (3.10 + 1.64 i) × 10−12 (3.10 + 1.64 i) × 10−12

104 (−1.67 + 1.04 i) × 10−5 (96.42 − 6.16 i) × 10−17 (96.42 − 6.16 i) × 10−17
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Table 2: Numerical computation of the integral in (39) over the biunit square.

k Gauss cubature Exact New method

10 8.38 i × 10−2 8.38 i × 10−2 8.38 i × 10−2

102 −1.17 i × 10−2 −1.17 i × 10−2 −1.17 i × 10−2

103 −5.08 × 10−6 + 7.33 × 10−3 i −7.47 i × 10−4 −7.47 i × 10−4

104 (39.63 + 9.86 i) × 10−3 1.27 i × 10−4 1.27 i × 10−4

5.1.2. Simple polygons
We now compute the integral in (39) over simple polygons (Fig. 10). The coordinates of the

vertices of the polygons are presented in Table 4. Numerical results for the value of the integral
over the polygons are listed in Table 3. The results obtained with the new method matches the
exact value, thereby establishing its accuracy for any convex or non-convex simple polygon.

1

2

3

4

5

6

(a)

1

2

3
4

5

6

7

(b)

1
2

3

4
5

6

7

8

9

10

(c) 1

2

3

4

(d)

Figure 10: Simple polygons.

Table 3: Numerical computation of the integral in (39) over the polygonal domains shown in Fig. 10.

Polygon
k = 10 k = 102

Exact New method Exact New method

Fig. 10a −14.64 − 2.2.68 i −14.64 − 2.2.68 i (−3.49 − 3.15 i) × 10−1 (−3.49 − 3.15 i) × 10−1

Fig. 10b −19.52 + 23.00 i −19.52 + 23.00 i (−1.84 − 1.61 i) × 10−1 (−1.84 − 1.61 i) × 10−1

Fig. 10c (−36.25 + 5.72 i) × 10−4 (−36.25 + 5.72 i) × 10−4 (−2.97 − 13.14 i) × 10−5 (−2.97 − 13.14 i) × 10−5

Fig. 10d −0.70 + 0.42 i −0.70 + 0.42 i (−52.63 + 1.09 i) × 10−4 (−52.63 + 1.09 i) × 10−4
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Vertex x y

1 1.900 1.000

2 4.000 1.600

3 3.630 2.520

4 5.000 3.500

5 2.660 4.710

6 0.720 2.280

(a)

Vertex x y

1 1.220 −0.827

2 0.132 4.027

3 −3.310 4.447

4 −3.160 4.000

5 −4.240 −0.091

6 −3.766 −1.622

7 −1.490 −4.503

(b)

Vertex x y

1 0.951 0.309

2 0.225 0.309

3 1.000 0.000

4 −0.225 0.309

5 −0.951 0.309

6 −0.363 −0.118

7 −0.588 −0.809

8 0.000 −0.382

9 0.588 −0.809

10 0.363 −0.118

(c)

Vertex x y

1 −2.740 −1.888

2 −0.643 −3.151

3 −2.723 −0.697

4 −3.292 4.233

(d)

Table 4: Coordinates of the vertices of the polygons in Fig. 10.

5.1.3. Timings
The computational cost of the proposed scheme is independent of k. To establish this claim,

we compute

I[m,n] =

∫
Ω̂

xmyn exp(ikn · x) dx (40)

for different values of m, n, and k and plot the elapsed wall-clock time ∆t versus k in Fig. 11. This
is performed for Ω̂ = Ω4 as well as Ω̂ = Ω�. We observe that the computational time is almost the
same for any k. Also, an increase in the value of either m or n implies more number of executions
of the recursive scheme, which increases ∆t.
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Figure 11: Elapsed wall-clock time ∆t versus k for different m and n in (40). (a) Reference triangle; and (b) Biunit
square.

5.2. Planewave scattered in a square domain
Referring to Fig. 4, we consider the problem domain Ω = (−1, 1)2 (see Fig. 12b) with the

scatter Ωs being absent (void), and ∂Ωt being the boundary of the domain. We seek the numerical
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solution of the following Helmholtz problem:

−∇2u(x) − k2u(x) = 0 in Ω

∂u(x)
∂n

− iku(x) = g(x) on ∂Ωt,
(41)

where we choose the function g(x) on ∂Ωt such that the exact solution u(x) = exp(ikp·x) represents
a planewave traveling in the direction p = cos Θ e1 + sin Θ e2, This results in

g(x) = ik exp(ikp · x)


(cos Θ − 1), on x = 1
(sin Θ − 1), on y = 1
(− cos Θ − 1), on x = −1
(− sin Θ − 1), on y = −1.

(42)

−1 −0.5 0 0.5 1
−1

−0.5

0

0.5

1

(a)

Ω

u(x)

y = 1

y = −1

x = 1x = −1

Θ

(b)

Figure 12: Planewave scattered in a square domain: (a) Finite element mesh of four node rectangular elements; and (b)
Problem domain Ω. The red arrow represents the direction of travel of the exact solution u(x), which is a planewave
traveling along the angle Θ with respect to the horizontal direction.

5.2.1. Enrichment direction aligned with p
In the first numerical experiment, we let p = cos(π/2) e1 + sin(π/2) e2 (Θ = π/2) with the exact

solution
u(x) = exp(iky).

We conduct PUFE computations over uniform Cartesian meshes of the type shown in Fig. 12a. To
assess the error, the relative L2-norm and the relative H1-seminorm of the approximation error are
used, which are defined as

‖e‖L2 =
‖u − uh‖L2

‖u‖L2
, |e|H1 =

‖∇(u − uh)‖L2

‖∇u‖L2
. (43)
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Four (q = 4) and eight (q = 8) equispaced planewave directions in [0, 2π] are used (see Fig. 13) on
a uniform mesh with grid-spacing h = 0.5 (25 nodes). For both q = 4 and 8, we are assured that at
least one enrichment function is aligned in the direction p, and hence the PUFE solution matches
the exact solution for k = 40 and k = 120 (see Table 5). As an additional test, we choose k = 120
and Θ = 0, with a single enrichment function along Θ = 0. For h = 0.5 (50 nodes), the relative
errors in the PUFE solution are ‖e‖L2 = 1.8 × 10−16 and |e|H1 = 1.8 × 10−16 .

u(x)

(a)

u(x)

(b)

Figure 13: Enrichment direction coincident with p = cos(π/2) e1 +sin(π/2) e2. The red arrow indicates the direction of
travel of u(x) and the black arrows indicate the direction of the enrichment functions associated with the node marked
by the filled black circle. The cases (a) q = 4 and (b) q = 8 are considered.

Table 5: Relative error norms for the test problem with enrichment direction aligned with p.

q
k = 40 k = 120

‖e‖L2 |e|H1 ‖e‖L2 |e|H1

4 3.1 × 10−15 3.1 × 10−15 9.9 × 10−15 1.0 × 10−14

8 3.7 × 10−15 3.7 × 10−15 1.0 × 10−14 1.0 × 10−14

5.2.2. Enrichment direction not aligned with p
For this case, we choose Θ = 1.1

(
π/2

)
= 99◦ so that the exact solution is

u(x) = exp(ik(x cos Θ + y sin Θ). (44)

The PUFE solution of (41) is computed for q = 4, 8, and 12. The cases k = 40 and 120 are consid-
ered. Referring to Fig. 14, note that none of the enrichment functions (black arrows) are aligned
with the exact solution (red arrow) u(x). In Fig. 15, we show plots of the relative error norms
versus the square root of the total number of degrees of freedom. For a given q, we observe mono-
tonic convergence (once pollution effects die out). Additionally, we report the 1-norm condition
number estimate, cond1(K), of the global stiffness matrix K using condest routine of MATLAB R©.
With increase in q, there is a sharp increase in the condition number (see Fig. 16), which points
to the well-known issue of ill-conditioning of K in the PUFEM. The real and imaginary parts of a
typical PUFE solution with q = 10 for k = 40 and Θ = π

3 are presented in Fig. 17.
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Figure 14: Enrichment direction not aligned with p = cos(1.1π/2) e1 + sin(1.1π/2) e2. The red arrow indicates the
direction of travel of u(x) and the black arrows indicate the direction of the enrichment functions associated with the
node marked by the filled black circle. The cases (a) q = 4, (b) q = 8 and (c) q = 12 are considered.
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Figure 15: Relative error norms for the test problem with the enrichment direction not aligned with p. (a), (b) k = 40;
and (c), (d) k = 120.
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Figure 16: Estimate of the condition number of K for (a) k = 40 and (b) k = 120.
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Figure 17: PUFE solution for k = 40, q = 10 and Θ = π/3. (a) Real component; and (b) Imaginary component.

5.3. Planewave scattered by circular cylinder
We study the exterior Helmholtz problem corresponding to harmonic planewave uI scattered

by sound hard bounded cylindrical obstacle Ωs. The scattered wave is uS , and the domain Ωs is
bounded by ∂Ωs of radius R1. We assume uI is traveling along the direction pI , and is incident on
the cylinder at an angle θ0 with respect to the horizontal direction. In polar coordinates,

uI(r, θ) = U0 exp(ikr cos(θ − θ0)),

where U0 is the magnitude and k is the wave number. For brevity and without loss of generality,
we assume θ0 = 0, that is pI = e1 such that

uI(r, θ) = U0 exp(ikr cos(θ)) = U0 exp(ikpI · x).
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Additionally, we truncate the infinite extent of the exterior problem by introducing a truncation
boundary ∂Ωt at some finite radius R2. The annular domain enclosed by the boundaries ∂Ωs and
∂Ωt is now our problem domain Ω (see Fig. 4). Lastly, we denote ν as the outward normal vector
to ∂Ω = ∂Ωt

⋃
∂Ωs.

The exact solution for the scattered wave (by sound hard cylinder) in polar coordinates is [3]:

u(r, θ) = −U0

∞∑
n=0

εnin J′n(kR1)

H′(1)
n (kR1)

H(1)
n (kr) cos(nθ). (45)

In (45), the Jacobi symbol εn is defined as

εn =

1 n = 0
2 n , 0

,

H(1)
n (·) is the cylindrical Hankel function of the first kind, and Jn(·) is the cylindrical Bessel function

of the first kind.
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Figure 18: Planewave scattered by circular cylinder. (a) Unstructured finite element mesh of 3-node triangular element
with hmax = 0.25. Number of divisions along ∂Ωs and ∂Ωt is set to 160 to accurately represent the curvature of these
boundaries; and (b) Annular domain Ω with inner and outer radii of R1 = 1 and R2 = 2, respectively. The incident
wave uI is traveling along the horizontal direction and is scattered by the boundary ∂Ωs of the bounded obstacle Ωs.
The truncation boundary is ∂Ωt.

We now setup the Helmholtz problem associated with the scattered wave uS (x). The sound
hard obstacle condition on ∂Ωs results in the following Neumann type boundary condition:

∂uS (x)
∂ν

= −
∂uI(x)
∂ν

= g1(x).

Imposing the exact outgoing condition of (21) on Ω leads to the computationally expensive evalua-
tion of a nonlocal integral operator [3] on ∂Ωt. Various approximate absorbing boundary condition
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(ABC) are used to resolve this issue. Since they are not exact, they in general cause small artifi-
cially reflected waves when the scattered wave uS (x) bounces off ∂Ωt. Instead, for simplicity, we
use the exact solution in (45) to impose a Robin boundary condition on ∂Ωt:

∂u(x)
∂ν

− iku(x) = g2(x) x ∈ ∂Ωt.

We consider the Helmholtz problem

−∇2uS (x) − k2uS (x) = 0 in Ω

∂uS (x)
∂ν

= g1(x) on ∂Ωs

∂uS (x)
∂ν

− ikuS (x) = g2(x) on ∂Ωt.

(46)

The weak form of the Helmholtz problem is used to implement the planewave-enriched PUFEM.
In the numerical experiments, we set U0 = 1, R1 = 1, and R2 = 2 in (45). It is desirable to use
relatively large-sized elements that encompass multiple wavelengths, but accurate geometric rep-
resentation of the boundary is also paramount. Since we use lower-order finite elements, we resort
to use of higher mesh-density in the region near ∂Ωs and ∂Ωt. Comparative studies are carried out
with 40, 80, and 160 number of divisions on these boundaries and it is found that 160 divisions is
required to ensure accurate results and monotonic convergence. Hereon, we restrict ourselves to
such meshes (see Fig. 18a).

We conduct q-convergence [19] studies with the PUFE for q = 0 (FE), . . . , 10. In Fig. 19,
numerical results are shown for k = 40 and k = 60. Alongside, we also report cond1(K) for these
cases in Fig. 20. The real and imaginary parts of the PUFE solution for k = 120 with q = 10
(hmax = 0.03) are presented in Fig. 21. We mention in passing that in Fig. 19b the last data-point
(i.e., q = 10) is erroneous because of the high condition number of K. This is also apparent
from Fig. 20b.
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Figure 19: Relative error norms for the problem of a planewave scattered by a circular cylinder. (a) k = 40 with
hmax = 0.2; and (b) k = 60 with hmax = 0.05.
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Figure 20: Estimate of the condition number of K for (a) k = 40 and (b) k = 60.
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Figure 21: PUFE solution for the problem of a planewave scattered by a circular cylinder (k = 120, q = 10, hmax =

0.03). (a) Real component; and (b) Imaginary component.

5.4. Planewave scattered inside a duct with rigid walls
We consider a benchmark Helmholtz problem that has appeared in the literature of duct acous-

tics and wave scattering [32–34]. The problem domain Ω = (0, 2) × (0, 1) mimics a longitudinal
cross-section of a rigid wall duct. The problem represents uniform flow along the axial direction
(x-axis in Fig. 22b) within the duct and the Helmholtz problem corresponds to sound wave propa-
gation in the flowing fluid. In the present work, as in Reference [34], we consider the special case
of a stationary fluid. The schematic of the problem domain is shown in Fig. 22b.
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Figure 22: Planewave scattered inside a duct with rigid walls. (a) Uniform Cartesian mesh of rectangular elements
with mesh size h = 0.1; (b) Problem domain Ω = (0, 2) × (0, 1).

The Helmholtz problem is:

−∇2u(x) − k2u(x) = 0 in Ω

∂u(x)
∂n

= cos(mπy) on x = 0; mode number m ∈ N

∂u(x)
∂n

+ iku = 0 on x = 2

∂u(x)
∂n

= 0 on y = 0 and y = 1.

(47)

Physically the condition at the edges: y = 0 and y = 1 corresponds to sound hard scatter (rigid
wall). Set of non-homogeneous Neumann boundary conditions at: x = 0 and x = 2 are also
imposed as well. The exact solution of (47) is [32–34]:

u(x) = cos(mπy)
[
A1 exp(−iκxx) + A2 exp(iκxx)

]
with κx =

√
k2 − m2π2, and A1, A2 are the solution of

i

 κx −κx

(k − κx) exp(−2iκx) (k + κx) exp(2iκx)


A1

A2

 =

1

0

 .
In the numerical discretization, we adopt uniform rectangular meshes. Denoting the cut-off

value of mode number m as mcut = k/π, we only show numerical results for the case of propagating
modes, i.e., m ≤ mcut. The case of evanescent modes (m > mcut) is not reported. Specifically, we
consider the case of propagating mode with m = bmcutc. As previously shown In Fig. 23, we plot
the relative error norms versus the square root of the number of degrees for freedom for k = 40
and k = 120. In the PUFE computations, we use q = 4, 8, and 12. Different mesh-resolutions for
a given value of q are used to demonstrate monotonic convergence (after pollution effects die out).
Additionally, we also report cond1(K) for these cases in Fig. 24. For k = 60 and using q = 12, the
real and imaginary components of the PUFE solution are presented in Fig. 25.
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Figure 23: Relative error norms for the problem of a planewave scattered inside a duct with rigid walls. (a), (b) k = 40;
and (c), (d) k = 120.
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Figure 24: Estimate of the condition number of K for (a) k = 40 and (b) k = 120.
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Figure 25: PUFE solution for the problem of a planewave scattered inside a duct with rigid walls (k = 60, q = 12). (a)
Real component; and (b) Imaginary component.

6. Concluding remarks

In this paper, we developed a novel scheme to compute highly oscillatory integrals that appear
in the planewave-enriched PUFE scheme to solve the two-dimensional Helmholtz problem. We
used the divergence theorem to reduce domain integrals to a set of line integrals and similar domain
integrals. Through a recursive procedure these oscillatory integrals were evaluated in terms of
just the nodal values of the oscillatory integrands. The new method delivered accuracy to within
machine precision for a test example over various simple polygons. Since the derivation was
analytical, the approach can be used for arbitrary high values of wave number without any loss in
accuracy.

For the Helmholtz problem, the PUFEM offers the advantage of requiring fewer number of
degrees of freedom. However, conventionally used interpolatory cubature schemes severely limit
the range of wave number that can be treated. The current approach resolves this issue as a whole,
since it could deliver accurate results in Sobolev error norms for three benchmark Helmholtz prob-
lems. We also showcased the advantages of using rectangular finite elements, which required the
recursive scheme to be carried out only once over the reference biunit square element.

A restriction of the proposed scheme is that it is only applicable to FE meshes that consist of
elements with straight edges and constant Jacobian in the isoparametric map. In spite of these
limitations, the method has appeal since it is suitable for structured Cartesian meshes and unstruc-
tured Delaunay meshes that can describe an arbitrary domain, the latter of which is shown in the
numerical example of Section 5.3. The present work opens up new avenues for future work. The
generalization of the proposed integration scheme to three dimensions and the scope of using tech-
niques based on the divergence theorem to compute other oscillatory integrals of the form (5) are
topics that are worth pursuing.
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Appendix A. Element stiffness matrix of the biunit square element

Closed-form expressions are derived of the oscillatory integrals that appear in (26) for the biunit
square element Ω�. We use the components of local wave numbers as presented in Section 4.1.1.
The bilinear shape functions in Ω� are

Ni(ξ, η) =
1
4

(
1 + ξξi

)(
1 + ηηi

)
, (i = 1, . . . , 4).

These same set of functions are also used as the partition-of-unity functions in the PUFE approxi-
mations. Referring to the uniform Cartesian mesh of Fig. 7, the Jacobian matrix corresponding to
the isoparametric transformation is

J =

∆x
2 0

0 ∆y
2

 .
Hence,

J−ᵀJ−1 = J−2 =

J−2
11 0

0 J−2
22

 ,
where J−2

11 = 4/(∆x)2 and J−2
22 = 4/(∆y)2.

Now, we obtain expressions for the block matrices in (28). With Ni as the FE shape function, N j

as the partition-of-unity function, and local planewave enrichment function We
n of the form (4.1.1),

we have

(kFE-FE)i j =

∫
Ω�

{
J−2

11
∂Ni

∂ξ

∂N j

∂ξ
+ J−2

22
∂Ni

∂η

∂N j

∂η

}
|J | dΩ� − k2

∫
Ω�

NiN j |J | dΩ�

− ik
∫
Γ̂

NiN j |J |1d dΓ̂,

(A.1)

(kPU-FE)i j =

∫
Ω�

{
J−2

11
∂Ni

∂ξ

(
∂N j

∂ξ
We

n + N j
∂We

n

∂ξ

)
+ J−2

22
∂Ni

∂η

(
∂N j

∂η
We

n + N j
∂We

n

∂η

)}
|J | dΩ�

− k2
∫
Ω�

NiN jWe
n |J | dΩ� − ik

∫
Γ̂

NiN jWe
n |J |1d dΓ̂,

(A.2)

(kFE-PU)i j = (k∗PU-FE) ji =

∫
Ω�

{
J−2

11
∂N j

∂ξ

(
∂Ni

∂ξ
W∗e

n + Ni
∂W∗e

n

∂ξ

)

+ J−2
22
∂N j

∂η

(
∂Ni

∂η
W∗e

n + Ni
∂W∗e

n

∂η

)}
|J | dΩ�

− k2
∫
Ω�

N jNiW∗e
n |J | dΩ� − ik

∫
Γ̂

N jNiW∗e
n |J |1d dΓ̂,

(A.3)

31



(kPU-PU)i j =

∫
Ω�

{
J−2

11

(
W∗e

r
∂Ni

∂ξ
+
∂W∗e

r

∂ξ
Ni

)(
∂N j

∂ξ
We

s + N j
∂We

s

∂ξ

)

+ J−2
22

(
W∗e

r
∂Ni

∂η
+
∂W∗e

r

∂η
Ni

)(
∂N j

∂η
We

s + N j
∂We

s

∂η

)}
|J | dΩ�

− k2
∫
Ωp

NiN jW∗e
r We

s |J | dΩ� − ik
∫
Γ̂

NiN jW∗e
r We

s |J |1d dΓ̂

(A.4)

for n, r, and s = 0, . . . , q − 1.

Appendix B. Element stiffness matrix for the reference triangle

Consider the unit triangular element Ω4 shown in Fig. 8. The linear shape functions are

N1 = 1 − ξ − η, N2 = ξ, N3 = η.

Unlike the case of a rectangular element, the Jacobian matrix corresponding to the isoparametric
transformation in Fig. 8 is non-diagonal, and is given by

J =

xe
2 − xe

1 ye
2 − ye

1

xe
3 − xe

1 ye
3 − ye

1

 ≡
J11 J12

J21 J22

 .
Hence,

J−ᵀJ−1 =
1
|J |2

 (J2
21 + J2

22) −(J11J21 + J12J22)

−(J11J21 + J12J22) (J2
11 + J2

12)

 =

J−2
11 J−2

12

J−2
21 J−2

22


is also non-diagonal.

For a triangular element Ωe mapped to Ω4, expressions for the block matrices in (28) are
obtained. Proceeding along similar lines as in Appendix A, we have

(kFE-FE)i j =

∫
Ω4

{
J−2

11
∂Ni

∂ξ

∂N j

∂ξ
+ J−2

12
∂Ni

∂ξ

∂N j

∂η
+ J−2

21
∂Ni

∂η

∂N j

∂ξ
+ J−2

22
∂Ni

∂η

∂N j

∂η

}
|J | dΩ4

− k2
∫
Ω4

NiN j |J | dΩ4 − ik
∫
Γ̂

NiN j |J |1d dΓ̂,

(B.1)

(kPU-FE)i j =

∫
Ω4

{
J−2

11
∂Ni

∂ξ

(
∂N j

∂ξ
Wn + N j

∂Wn

∂ξ

)
+ J−2

12
∂Ni

∂ξ

(
∂N j

∂η
Wn + N j

∂Wn

∂η

)

+ J−2
21
∂Ni

∂η

(
∂N j

∂ξ
Wn + N j

∂Wn

∂ξ

)
+ J−2

22
∂Ni

∂η

(
∂N j

∂η
Wn + N j

∂Wn

∂η

)}
|J | dΩ4

− k2
∫
Ω4

NiN jWn |J | dΩ4 − ik
∫
Γ̂

NiN jWn |J |1d dΓ̂,

(B.2)
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(kFE-PU)i j = (k∗PU-FE) ji =

∫
Ω4

{
J−2

11
∂N j

∂ξ

(
∂Ni

∂ξ
W∗e

n + Ni
∂W∗e

n

∂ξ

)
+ J−2

12
∂N j

∂ξ

(
∂Ni

∂η
W∗e

n + Ni
∂W∗e

n

∂η

)

+ J−2
21
∂N j

∂η

(
∂Ni

∂ξ
W∗e

n + Ni
∂W∗e

n

∂ξ

)
+ J−2

22
∂N j

∂η

(
∂Ni

∂η
W∗e

n + Ni
∂W∗e

n

∂η

)}
|J | dΩ4

− k2
∫
Ω4

N jNiW∗e
n |J | dΩ4 − ik

∫
Γ̂

N jNiW∗e
n |J |1d dΓ̂,

(B.3)

(kPU-PU)i j =

∫
Ω4

{
J−2

11

(
W∗e

r
∂Ni

∂ξ
+
∂W∗e

r

∂ξ
Ni

)(
∂N j

∂ξ
We

s + N j
∂We

s

∂ξ

)

+ J−2
12

(
W∗e

r
∂Ni

∂ξ
+
∂W∗e

r

∂ξ
Ni

)(
∂N j

∂η
We

s + N j
∂We

s

∂η

)
+ J−2

21

(
W∗e

r
∂Ni

∂η
+
∂W∗e

r

∂η
Ni

)(
∂N j

∂ξ
We

s + N j
∂We

s

∂ξ

)
+ J−2

22

(
W∗e

r
∂Ni

∂η
+
∂W∗e

r

∂η
Ni

)(
∂N j

∂η
We

s + N j
∂We

s

∂η

)}
|J | dΩ4

− k2
∫
Ω4

NiN jW∗e
r We

s |J | dΩ4 − ik
∫
Γ̂

NiN jW∗e
r We

s |J |1d dΓ̂

(B.4)

for n, r, and s = 0, . . . , q − 1.

Appendix C. Element stiffness matrix for biunit one-dimensional element

We consider the biunit linear parent element Γ̂ shown in Fig. 9. The linear shape functions are

(N1d)1 =
1
2

(1 − ξ), (N1d)2 =
1
2

(1 + ξ).

We denote by N1d = [(N1d)1 (N1d)2]ᵀ and note that the Jacobian |J |1d of physical element Γe to Γ̂

transformation is half the element length. As shown in Section 4.1.3, the one-dimensional contri-
bution to the stiffness matrix is

ke1d =

∫
Γ̂

N1d Nᵀ1d N1dΦ
ᵀ
1d

Φ∗1d Nᵀ1d Φ
∗
1dΦ

ᵀ
1d

 |J |1d dΓ̂, (C.1)

which contain oscillatory integrals over the boundary of the problem domain. Note that these
integrals are same as those appearing in the last term of (A.1)–(A.4) and (B.1)–(B.4). We now
partition (C.1) as

ke1d =

 (ke1d )FE-FE (ke1d )PU-FE

(ke1d )FE-PU (ke1d )PU-PU

 . (C.2)
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Hence, considering a two-node element Γe mapped to Γ̂, the expressions for the block matrices
in (C.2) are obtained. Proceeding along similar lines as in the preceding two sections of the Ap-
pendix, we have

[(ke1d )FE-FE]i j = ik
∫
Γ̂

(N1d)i(N1d) j |J |1d dΓ̂, (C.3)

[(ke1d )PU-FE]i j = ik
∫
Γ̂

(N1d)i(N1d) jWe1d
n |J |1d dΓ̂, (C.4)

[(ke1d )FE-PU]i j = [(k∗e1d
)PU-FE] ji = ik

∫
Γ̂

(N1d)i(N1d) jW∗e1d
n |J |1d dΓ̂, (C.5)

[(ke1d )PU-PU]i j = ik
∫
Γ̂

(N1d)i(N1d) jW∗e1d
r We1d

s |J |1d dΓ̂, (C.6)

for n, r, and s = 0, . . . , (q − 1).

Appendix D. Element load vector for biunit one-dimensional element

Once again, referring to Section 4.1.3, the load vector is:

fe1d =

∫
Γ̂

g

N1d

Φ∗1d

 |J |1d dΓ̂. (D.1)

We also partition the load vector in (D.1) as

fe1d =

 ( fe1d )FE

( fe1d )PU

 ,
with components of the form

[( fe1d )FE]i =

∫
Γ̂

(N1d)ig |J |1d dΓ̂,

[( fe1d )PU]i =

∫
Γ̂

(N1d)iW∗e1d
n g |J |1d dΓ̂

for n = 0, . . . , (q − 1).
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